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Resumen

Este trabajo presenta el diseiio, implementacion y evaluacion de un agente conversacional
orientado a tareas para el acceso a informacién académica y administrativa en educacién superior.
Partimos del problema de la fragmentacién informativa en multiples plataformas institucionales
y de la sobrecarga de los canales tradicionales de atencién. Metodoldgicamente, se adoptd
CRISP-DM Yy se propuso una arquitectura modular con tres pilares: (i) ingesta y normalizacidén
documental (segmentacion en chunks, metadatos y embeddings), (ii) recuperacién semantica
mediante Retrieval-Augmented Generation (RAG) sobre ChromaDB y OpenAIEmbeddings, y
(ii1) generacién con un LLM (ChatOpenAI gpt-4o-mini) orquestado con LangChain (patrén
ReAct) y expuesto via interfaz web en Chainlit. El sistema prioriza trazabilidad y transparencia
al citar explicitamente la fuente de cada respuesta. La validacion se realizé con un benchmark de
preguntas frecuentes institucionales en un escenario de chat testing. Los resultados muestran una
precision del 82,4 %, cobertura del 91,7 %, First Turn Resolution del 76,3 % y latencia mediana
de 6,2 s, evidenciando viabilidad técnica y experiencia de uso fluida para un despliegue inicial.
La propuesta se alinea con la transformacion digital universitaria y promueve accesibilidad y
equidad en el acceso a la informacion.

Palabras claves: agente conversacional, recuperacion aumentada por generacion (RAG), proce-

samiento de lenguaje natural (PLN), educacion superior.

Abstract

This paper presents the design, implementation, and evaluation of a task-oriented conver-
sational agent for accessing academic and administrative information in higher education. We
start from the problem of information fragmentation across multiple institutional platforms and
the overload of traditional service channels. Methodologically, CRISP-DM was adopted and a
modular architecture with three pillars was proposed: (i) document ingestion and normalisation
(segmentation into chunks, metadata and embeddings), (ii) semantic retrieval using Retrieval-
Augmented Generation (RAG) on ChromaDB and OpenAIEmbeddings, and (iii) generation
with an LLM (ChatOpenAI gpt-4o0-mini) orchestrated with LangChain (ReAct pattern) and
exposed via a web interface in Chainlit. The system prioritises traceability and transparency
by explicitly citing the source of each response. Validation was performed using a benchmark of

institutional frequently asked questions in a chat testing scenario. The results show an accuracy



of 82.4%, coverage of 91.7 %, First Turn Resolution of 76.3 % and median latency of 6.2 s,
demonstrating technical feasibility and a smooth user experience for initial deployment. The
proposal is aligned with the university’s digital transformation and promotes accessibility and
equity in access to information.

Keywords: conversational agent, retrieval-augmented generation (RAG), natural language

processing (NLP), higher education.
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1. Introduccion

1.1. Contexto y motivacion

Las universidades han atravesado una acelerada transicion hacia lo digital impulsada por los
eventos mundiales ocurridos en los tltimos afios, lo que no s6lo ha generado la busqueda de mayor
eficiencia en la gestion administrativa, sino también por el cambio en las demandas de estudiantes
y docentes, quienes esperan un acceso mds 4gil y flexible a la informacion y a los servicios
educativos (Mohamed Hashim, Tlemsani y Matthews, 2022). En este contexto, los entornos
virtuales de aprendizaje, las plataformas administrativas, los repositorios académicos y los
sistemas de gestion de contenidos constituyen elementos esenciales en la infraestructura digital
universitaria (Mohamed Hashim, Tlemsani y Matthews, 2022). Sin embargo, pese a los avances
en digitalizacion, el acceso a la informacién sigue presentando desafios significativos para
estudiantes, docentes y personal administrativo, especialmente en lo que respecta a la localizacién
rapida, coherente y precisa de informacién dispersa en multiples sistemas y plataformas.

La fragmentacion de los recursos digitales y la ausencia de interfaces unificadas generan
una sobrecarga cognitiva en los usuarios, quienes deben navegar entre sitios web, portales
institucionales, bases de datos y documentos para satisfacer necesidades informativas puntuales
(A. L. Rodrigues y Pereira, 2024). Esta situacion se agrava para los nuevos miembros de la
comunidad universitaria —tanto estudiantes de recién ingresados como profesorado recién
incorporado—, quienes enfrentan una curva de aprendizaje elevada para familiarizarse con el
entorno institucional altamente cambiante.

Paralelamente, los avances en inteligencia artificial (IA), especialmente en el campo del
procesamiento del lenguaje natural (PLN), han abierto nuevas oportunidades para el disefio de
interfaces inteligentes que permitan una interaccion mas natural y eficiente con los sistemas de
informacion. Los chatbots inteligentes o agentes conversacionales, disefiados para comprender y
generar respuestas en lenguaje natural, se consolidan actualmente como herramientas innovadoras
que favorecen un acceso mds agil y contextualizado a la informacién en distintos escenarios,
incluyendo la educacion superior (Dawood, 2024).

Drake (2011) subraya que el éxito de los estudiantes en la universidad depende en gran medida
de la calidad de la relacién que mantienen con sus asesores académicos. Estos desempefian un
papel clave al orientar sobre normativas, procedimientos y recursos institucionales, aunque la

elevada demanda de consultas puede sobrecargar su capacidad de atencién. En este contexto, los



agentes conversacionales se presentan como una alternativa eficaz para aliviar dicha carga, pues
permiten a los estudiantes acceder de manera 4gil a informacién relevante. Diversos estudios
han demostrado que su implementacion en entornos universitarios contribuye a optimizar los
recursos disponibles, reducir los tiempos de busqueda y mejorar tanto la experiencia del usuario
como los procesos de toma de decisiones académicas (Akiba y Fraboni, 2023)).

En este marco, el presente TFM se enmarca en la necesidad de disefiar un sistema de agente
conversacional que actiie como intermediario inteligente entre el usuario y la infraestructura
informativa de la universidad. Este sistema buscard no solo mejorar el acceso a la informacion,
sino también fortalecer la percepcion de modernidad, eficiencia y accesibilidad institucional,

contribuyendo asi a una experiencia universitaria mas inclusiva, personalizada y satisfactoria.

1.2. Problema y finalidad

Uno de los principales retos que enfrentan las universidades en la actualidad no radica
unicamente en la generacion de conocimiento, sino también en garantizar que la comunidad
académica pueda acceder a la informacion institucional de manera répida y confiable. Procesos
como la inscripcidn en asignaturas, la consulta de calendarios académicos, la tramitacion de becas
o la solicitud de certificados suelen implicar una busqueda extensa en diferentes plataformas, lo
cual provoca demoras, errores y, en muchos casos, frustracion en los estudiantes (Preetha et al.,
2023)). La dispersion de la informacién administrativa entre distintos sistemas y departamentos
genera ineficiencias y aumenta la carga de trabajo para el personal universitario encargado de dar
soporte.

Tradicionalmente, estas necesidades han sido atendidas mediante canales de atencion presen-
ciales, correos electrénicos o consultas directas a las secretarias académicas. Sin embargo, estos
mecanismos no siempre logran absorber la elevada demanda, especialmente en periodos criticos
como el inicio de semestre, lo que produce tiempos de espera prolongados y una experiencia
poco satisfactoria para el estudiante (Majorana et al., 2022)). Esta situacion se traduce en una
pérdida de eficiencia institucional y afecta negativamente la percepcion de la calidad del servicio
universitario.

La magnitud del problema se observa con claridad en experiencias recientes de educacioén
superior. En Deakin University, el asistente “Genie” registr6 mas de 85000 conversaciones
con 10 677 estudiantes activos poco después de su despliegue, ilustrando el volumen de dudas

operativas que, de otro modo, saturan canales tradicionales de secretaria y soporte (Deakin



University, 2019). En el dmbito de admisiones, Georgia State University documenté que su
agente “Pounce” redujo el summer melt en un 21,4 %, y que solo el 1 % de los mensajes requirid
intervencion humana, lo que sugiere una capacidad real de absorcién de demanda y de mejora en
tiempos de respuesta institucionales (Mainstay, 2020). Estos resultados confirman que un agente
conversacional bien orquestado puede aliviar cuellos de botella administrativos de alto impacto
estacional (p. ej., matricula y becas) y sostener latencias compatibles con interaccién natural,
reforzando la pertinencia de una solucion RAG en universidades con repositorios normativos
dindmicos.

En este contexto, los avances en sistemas conversacionales basados en inteligencia artificial
ofrecen una alternativa viable y escalable. Los chatbots permiten responder de forma inmediata a
consultas frecuentes, automatizar procesos administrativos bésicos y guiar a los estudiantes a
través de tramites recurrentes sin necesidad de intervenciéon humana constante (Klopfenstein et
al.,[2017). Su capacidad para funcionar de manera ininterrumpida y atender multiples solicitudes
simultdneamente contribuye a reducir la sobrecarga en el personal administrativo, al mismo
tiempo que mejora la experiencia del usuario final.

La justificacion de este TFM, por tanto, se fundamenta en la necesidad de modernizar los
canales de comunicacion entre la universidad y su comunidad mediante la incorporacion de un
agente conversacional inteligente. Este sistema no solo busca optimizar los tiempos de respuesta
y la eficiencia administrativa, sino también reforzar la accesibilidad, la equidad y la satisfaccion
de los estudiantes en su interaccion con la institucion. Asimismo, su implementacion se alinea
con las tendencias globales de digitalizacion y automatizacion de servicios en educacion superior,
posicionando a la universidad como una institucién innovadora y adaptada a las demandas de la
sociedad digital actual (Al-Ghonmein, Al-Moghrabi y Alrawashdeh, 2023)).

Ademis, la implementacion de agentes conversacionales en el &mbito universitario se en-
cuentra alineada con los Objetivos de Desarrollo Sostenible (ODS) propuestos por la Agenda
2030 de Naciones Unidas. En particular, contribuye al ODS 4: Educacién de calidad, al facilitar
un acceso inclusivo y equitativo a la informacién académica y administrativa, reduciendo las
barreras de comunicacion que enfrentan los estudiantes. Asimismo, guarda relacion con el ODS 9:
Industria, innovacion e infraestructura, al promover la digitalizacién de servicios y la innovacién
en los procesos internos de las instituciones de educacion superior. Finalmente, se vincula con el
ODS 10: Reduccion de las desigualdades, ya que el uso de chatbots permite atender de manera

homogénea a todos los estudiantes, independientemente de sus condiciones socioecondémicas 0



de sus competencias digitales, contribuyendo a mejorar la equidad en el acceso a los recursos

universitarios (https://www.un.org/sustainabledevelopment/).

1.3. Objetivos del TFM

El propésito central de este TEM es el disefio y desarrollo de un sistema de agente conversa-
cional inteligente que facilite el acceso a informacién académica y administrativa en un entorno
universitario. Dicho sistema busca optimizar los procesos de busqueda de informacién, mejorar
la experiencia del usuario y apoyar la transformacion digital de la institucidn educativa.

Objetivo general: Disefar e implementar un agente conversacional basado en técnicas de
PLN y recuperacion de informacion, orientado a resolver consultas académicas y administrativas
de los estudiantes en tiempo real, mejorando la accesibilidad, la eficiencia y la satisfaccién en la
interaccién con la universidad.

Objetivos especificos:

= Disefar una arquitectura modular y escalable para el agente conversacional universita-
rio, asegurando su integracion con sistemas institucionales y la posibilidad de futuras

extensiones.

= Seleccionar e integrar un modelo de IA generativa de ultima generacion (GPT-40-mini) co-

mo nucleo del agente conversacional, garantizando su adaptacion al dominio universitario.

» [mplementar una interfaz de usuario basada en entorno web que permita consultas académi-
cas y administrativas mediante interaccion en lenguaje natural, priorizando la trazabilidad

y la transparencia de las respuestas.

= Evaluar experimentalmente la efectividad del sistema a través de un escenario de chat
testing con recuperacion aumentada (RAG), utilizando un conjunto de preguntas frecuentes
institucionales como benchmark. La evaluacion se realizard con métricas objetivas como

precision de respuestas correctas, cobertura de consultas y latencia de interaccion.

1.4. Estructura del documento

El presente TFM se organiza en seis capitulos principales. En el Capitulo 1 se expone la
introduccion, incluyendo el contexto, la motivacidn, el problema de investigacion, la justificacién

y los objetivos del estudio. El Capitulo 2 desarrolla el marco tedrico, revisando los fundamentos
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de la IA, el PLN y el uso de agentes conversacionales en el ambito universitario. El Capitulo 3
describe la metodologia utilizada para el disefio e implementacién del sistema, especificando
la arquitectura propuesta y las tecnologias empleadas. El Capitulo 4 presenta el desarrollo e
implementacién del agente conversacional, detallando los mddulos, la integracion de datos y la
interfaz de usuario. En el Capitulo 5 se analizan los resultados obtenidos, tanto en pruebas técnicas
como en la evaluacién con usuarios reales. Finalmente, el Capitulo 6 recoge las conclusiones, las

limitaciones del trabajo y las lineas de investigacion futura.



2. Marco teorico

2.1. Sistemas conversacionales en educacion

El desarrollo de los sistemas conversacionales en el dmbito universitario responde a la
necesidad de integrar soluciones basadas en inteligencia artificial (IA) capaces de gestionar inter-
acciones complejas con los estudiantes y el personal académico. A diferencia de los portales web
tradicionales o las interfaces graficas de usuario, estos sistemas buscan ofrecer una experiencia
de comunicacién mds natural, reduciendo la brecha entre el lenguaje humano y los entornos
digitales (Fglstad, Araujo, Law et al., 2021). Esta aproximacion resulta especialmente relevante
en la educacion superior, donde la informacion institucional se encuentra dispersa y donde las
demandas de los usuarios requieren respuestas rapidas, fiables y personalizadas.

De manera general, los sistemas conversacionales se dividen en dos modalidades principales.
En primer lugar, los sistemas de didlogo abierto (open-domain) se caracterizan por su capacidad
de sostener conversaciones de cardcter general, sin estar restringidos a un objetivo concreto, 1o
que favorece interacciones mds naturales y un mayor enriquecimiento en la dimensién social,
acompaiar al estudiante en su vida académica o incluso proporcionar apoyo motivacional y
emocional (Gao, Galley y L. Li,[2019). Por otro lado, los sistemas de didlogo orientado a tareas
(task-oriented) se centran en resolver problemas concretos con un alto grado de exactitud, como
consultar plazos de matricula, verificar requisitos de becas o como poder acceder a certificados
oficiales (Fglstad, Araujo, Papadopoulos et al., 2020). En el contexto universitario, esta segunda
modalidad es la més relevante, ya que la mayoria de las interacciones estan vinculadas a procesos
administrativos y académicos donde la precision, la trazabilidad y la integracién con sistemas
institucionales resultan criticas.

La arquitectura tipica de un sistema conversacional académico integra tres componentes
principales: (i) comprension del lenguaje natural (NLU) que identifica la intencion del usuario
y extrae entidades relevantes (como slots o keywords); (ii) el médulo de gestion del didlogo,
cuya funcién es mantener actualizado el estado de la conversacién (Dialog State Tracking,
DST) y decidir la accién a ejecutar en cada turno. Para ello puede apoyarse en politicas de
decision basadas en reglas predefinidas, modelos probabilisticos (MDP/POMDP) o enfoques
de aprendizaje por refuerzo, lo que permite equilibrar la coherencia del intercambio con la
eficiencia en la resolucion de la tarea; y (iii) generacion de lenguaje natural, que construye

la respuesta al usuario, ya sea mediante seleccion de frases predefinidas (retrieval-based) o



generacion automatica (generative-based) con modelos neuronales (Gao, Galley y L. Li, 2019;
McTear, 2022).

Desde un punto de vista técnico, los sistemas conversacionales han evolucionado desde
modelos basados en reglas y patrones hasta arquitecturas que integran aprendizaje automatico
profundo y representaciones semanticas avanzadas, lo que ha permitido superar limitaciones
histdricas como la escasa capacidad para mantener el contexto conversacional, la dificultad para
escalar a dominios amplios y la rigidez de las respuestas (Yu et al.,|[2011)). El mayor avance en
esta transicion ha sido la introduccién de arquitecturas basadas en Transformers, que gracias
a mecanismos de autoatencion permiten modelar dependencias de largo alcance y dotar a los
sistemas de una mayor flexibilidad y coherencia en la interaccion (Bird, Ekért y Faria, |[2023)).

En el contexto educativo, esta transicion tecnoldgica no implica tnicamente mejoras en
la calidad de las interacciones, sino también en la capacidad de integracion con ecosistemas
institucionales. En el &mbito de la educacion superior, un agente conversacional debe ir mas
all4 de la simple deteccion de intenciones y la produccion de respuestas en lenguaje natural.
Su disefio debe contemplar la integracién con repositorios académicos, entornos virtuales de
aprendizaje (LMS) y plataformas administrativas, de manera que las interacciones resulten no
solo relevantes desde el punto de vista semantico, sino también precisas, verificables y con
trazabilidad institucional garantizada (Fglstad, Araujo, Law et al., 2021}; C. Rodrigues et al.,
2022).

La evaluacion de su rendimiento constituye un aspecto esencial. Mds alla de la exactitud en la
deteccidn de intenciones, es necesario medir la cobertura de consultas, la confianza percibida en
las respuestas y la claridad de la interaccién. Estas métricas, complementadas con evaluaciones de
usabilidad y accesibilidad, permiten determinar si el sistema realmente aporta valor pedagégico
e institucional (Al-Jaf et al., 2024; Wollny et al.,[2021).

Finalmente, los sistemas conversacionales en educaciéon deben enfrentar desafios especificos
relacionados con la ética y la privacidad. El tratamiento de informacion académica de cardcter
sensible —como historiales de matricula, expedientes estudiantiles o trdmites de becas— requiere
que la arquitectura del sistema integre mecanismos robustos de autenticacion, gestion de permisos
y adherencia a marcos legales de proteccién de datos (Hasal et al., 2021; Tran et al., 2025)).
Asimismo, garantizar la trazabilidad de las interacciones y la posibilidad de auditar las respuestas
generadas constituye un requisito fundamental para preservar la confianza tanto de los estudiantes

como del personal universitario.



En suma, los sistemas conversacionales en educacion superior no deben concebirse tnica-
mente como herramientas de interaccion lingiiistica, sino como infraestructuras inteligentes que
combinan procesamiento de lenguaje natural, gestion del didlogo, recuperacion de informacidn
y seguridad institucional. Esta vision integral asegura que su implementacién contribuya a la
eficiencia administrativa y a la calidad educativa, alinedndose con los procesos de transformacién

digital que atraviesan las universidades en la actualidad.

2.1.1. Chatbots

Los chatbots constituyen una de las aplicaciones més consolidadas de los sistemas conver-
sacionales y representan un paso intermedio entre la automatizacién tradicional de servicios
y la interaccién inteligente mediada por agentes de IA. Un chatbot puede definirse como un
sistema computacional orientado a reproducir interacciones conversacionales con personas, ya
sea mediante texto o voz, con la finalidad de proporcionar respuestas, apoyar en la realizacion
de tareas especificas 0 acompaifiar al usuario en procesos previamente estructurados (Shawar
y Atwell, 2007).

Histéricamente, los primeros chatbots como ELIZA (1966) o PARRY (1972) se basaban en
reglas simbdlicas y técnicas de emparejamiento de patrones. Aunque limitados en comprension
semdntica, demostraron la viabilidad de establecer un intercambio de tipo conversacional entre
humano y maquina (Collby, [1975; Weizenbaum, 1966). Posteriormente, con el auge de los
enfoques estadisticos y del aprendizaje automatico en la década de 1990, se incorporaron
técnicas de clasificacion y modelos probabilisticos que permitieron avances en el reconocimiento
de intenciones y la recuperacién de informacion. Actualmente, la introduccidn del aprendizaje
profundo y de arquitecturas de tipo transformer ha revolucionado el campo, otorgando a los
chatbots capacidades de comprension contextual y generacion de lenguaje de alta naturalidad
(Gao, Galley y L. Li,[2019; Vinyals y Le, 2015).

Como se detall6 en la seccion sobre sistemas conversacionales, un chatbot moderno integra
modulos de NLU, gestor de didlogo y generacion de lenguaje natural, los cuales permiten
identificar intenciones, gestionar el flujo conversacional y construir respuestas adaptadas al
contexto. Esta integracion técnica ha permitido ampliar su funcionalidad y precisién en dominios
complejos como la educacion superior.

A nivel de clasificacién funcional, los chatbots pueden dividirse en tres categorias principales.

Dentro de la clasificacion funcional, los chatbots pueden dividirse en tres enfoques principales.



Los sistemas retrieval-based recuperan la respuesta mas adecuada de un conjunto previamente
definido, lo que garantiza un mayor control sobre la exactitud de la informacién. En contraste,
los generative-based utilizan modelos de lenguaje para producir respuestas nuevas, adaptadas al
contexto de la conversacion. Finalmente, los modelos hibridos combinan ambas aproximaciones,
buscando un equilibrio entre precision y flexibilidad (Serban et al.,[2015). En el caso de entornos
universitarios, los enfoques hibridos se perfilan como los mas adecuados, pues garantizan que
las respuestas relacionadas con normativas, plazos o requisitos provengan de fuentes verificadas,
mientras que el componente generativo se reserva para interacciones menos criticas, como
orientacidn general o acompafiamiento en procesos de aprendizaje.

El despliegue de chatbots en instituciones de educacion superior plantea, no obstante, de-
safios técnicos y éticos significativos. Uno de los desafios més criticos radica en la posibilidad
de que el sistema produzca respuestas erréneas o no fundamentadas —conocidas como “aluci-
naciones”—, lo que puede comprometer la fiabilidad percibida por el usuario y disminuir su
confianza en la herramienta. Para mitigar este problema, investigaciones recientes recomiendan
el uso de técnicas de Retrieval-Augmented Generation (RAG), donde el modelo de lenguaje se
apoya en documentos oficiales recuperados en tiempo real, garantizando tanto precision como
actualizaciones dinamicas (P. Lewis et al., 2020).

Recientes estudios han concentrado su atencion en el uso de RAG para consultas administra-
tivas en entornos universitarios. Por ejemplo, Z. Chen et al. (2024) presentan un chatbot basado
en RAG para simplificar los procesos de admision universitaria, usando documentos institucio-
nales para mejorar precision y trazabilidad en respuestas sobre requisitos académicos y plazos
. Asimismo, Neupane et al. (2024) desarrollaron BARKPLUG V.2, un sistema conversacional
universitario orientado a responder consultas sobre recursos del campus, con alta calificacion de
usabilidad (SUS) y puntuacion RAGAS de 0,96. Finalmente, Nguyen y Quan (2024) describen
URAG, una arquitectura hibrida RAG optimizada para agentes de admision, que logré resultados
comparables a modelos comerciales, validada en un estudio de caso real.

Otro aspecto crucial es la integracion segura con los sistemas académicos existentes (LMS,
ERP, SIGA), que requiere autenticacion robusta, control de accesos y mecanismos de auditoria
para asegurar la trazabilidad de cada interaccion. Asimismo, la dimension ética cobra relevancia
en el manejo de datos sensibles de los estudiantes, lo que obliga a cumplir estrictamente nor-
mativas como el Reglamento General de Proteccion de Datos (RGPD) en Europa (Hasal et al.,

2021).



Un aspecto fundamental para garantizar la eficacia de los chatbots en el &mbito universitario
es la capacidad de escalabilidad y mantenimiento del sistema. A diferencia de los entornos
comerciales, donde los dominios de aplicacion suelen estar més acotados, en la universidad las
normativas, calendarios y procesos administrativos cambian con frecuencia. Esto exige que el
chatbot no sea una herramienta estdtica, sino un sistema vivo capaz de actualizar sus repositorios
de conocimiento y entrenar continuamente sus modelos de NLU con datos institucionales
actualizados. En este sentido, los enfoques de continual learning y el uso de pipelines de
aprendizaje automadtico automatizados (MLOps) se perfilan como estrategias clave para mantener
la vigencia y la precision de las respuestas en el tiempo (Al-Jaf et al., [2024)).

La evaluacion del rendimiento de un chatbot académico no puede limitarse a métricas técnicas
tradicionales como la exactitud o la cobertura. En contextos educativos, resulta imprescindible
incorporar indicadores de impacto en la experiencia del usuario, como el nivel de satisfaccién
percibida, la tasa de resolucion en el primer turno (First Turn Resolution, FTR), el tiempo medio
de respuesta y la accesibilidad para estudiantes con distintas competencias digitales. La Tabla
[1] sintetiza algunos de los criterios de evaluacion mds relevantes en el dmbito universitario,

diferenciando entre métricas técnicas y métricas orientadas a la experiencia del usuario.

Tabla 1: Métricas de evaluacion de chatbots en educacién superior.

Categoria Métrica y descripcion

Técnicas Precision: proporcion de respuestas correctas respecto al total.
Cobertura: porcentaje de consultas que el sistema puede gestionar.
Tiempo de respuesta: latencia media entre la consulta y la respuesta.
Tasa de error de NLU: frecuencia con que las intenciones o entidades

se clasifican incorrectamente.

Experiencia del usua- | Satisfaccion percibida: evaluacion subjetiva del usuario respecto a la
rio utilidad del chatbot.

FTR: proporcién de consultas resueltas en el primer turno de interac-
cién.

Engagement: grado de continuidad en el uso del sistema en distintos
escenarios académicos.

Accesibilidad: facilidad de uso para estudiantes con diferentes niveles

de alfabetizacién digital.

Fuente: elaboracion propia.

10



Finalmente, la correcta integracion del chatbot con los sistemas universitarios constituye
un factor determinante para su éxito. Mas alld de responder consultas de cardcter general,
un chatbot académico debe poder conectarse de manera segura con sistemas de gestion del
aprendizaje (LMS), plataformas de gestion administrativa (ERP académico), bases de datos
de bibliotecas digitales o sistemas de informacién de gestion académica (SIGA). El uso de
interfaces de conexién estandarizadas (como APIs REST o GraphQL) junto con esquemas de
autenticacion federada (OAuth2, SSO) no solo asegura la trazabilidad de las interacciones, sino
que también habilita al agente conversacional para desempeiiar funciones proactivas, tales como
generar recordatorios individualizados o comprobar automdaticamente requisitos en procesos
administrativos (Tran et al., [2025)).

La Tabla[2]sintetiza los principales médulos funcionales de un agente conversacional universitario

moderno, junto con sus tecnologias asociadas y las funciones que desempefian dentro del sistema.

Tabla 2: Componentes funcionales de un agente conversacional universitario

Médulo

Tecnologias asociadas

Funcién principal

Comprension del lenguaje

natural (NLU)

Transformers, embeddings con-

textuales (BERT, RoBERTa)

Detectar intenciones del usuario y ex-

traer entidades clave

Gestién del didlogo

POMDP, reglas, aprendizaje por

refuerzo

Mantener el estado de la conversacion

y seleccionar acciones

Generaciéon de lenguaje

natural (NLG)

Plantillas, modelos generativos

(GPT, T5)

Construir respuestas en lenguaje natural

adaptadas al contexto

Moédulo de recuperacion

(en RAG)

Bisqueda semdntica, vectores,

FAISS

Localizar documentos relevantes en

tiempo real

Motor de personalizacién

Perfiles de usuario, aprendizaje

supervisado

Adaptar respuestas y sugerencias al his-

torial del estudiante

Gestion del contexto per-

sistente

Bases de datos, almacenamiento

de sesiones

Recordar interacciones anteriores del

usuario

Integracién con sistemas

institucionales

APIs REST, GraphQL, SSO,
OAuth2

Consultar y actualizar datos en LMS,

ERP, SIGA

Fuente: elaboracion propia.
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2.1.2. Asistentes virtuales

Los asistentes virtuales representan una evolucién conceptual y técnica de los chatbots ha-
cia sistemas conversacionales mas avanzados, caracterizados por su capacidad de aprendizaje
adaptativo, razonamiento contextual y soporte multimodal. Mientras que los chatbots tradicio-
nales se disefian principalmente para ejecutar interacciones acotadas y responder a consultas
predefinidas, los asistentes virtuales integran técnicas de procesamiento de lenguaje natural
(PLN), aprendizaje automético profundo y razonamiento simbdlico, con el objetivo de ofrecer
un soporte continuo, personalizado y escalable (Laranjo et al.,|[2018)). En el &mbito universitario,
esta diferencia resulta esencial, dado que los estudiantes y el personal administrativo requieren
no solo respuestas inmediatas a consultas puntuales, sino también acompaiamiento proactivo en
procesos académicos que se extienden a lo largo del ciclo formativo.

Desde una perspectiva formal, los asistentes virtuales pueden modelarse como agentes inteli-
gentes que resuelven problemas de decisidn secuencial en entornos dindmicos. Una aproximacion
ampliamente empleada consiste en representarlos como Procesos de decision de Markov parcial-
mente observables (POMDP), donde el sistema debe seleccionar acciones 6ptimas a partir de
observaciones incompletas del estado real de la interaccion (Kanwal y Farooq, 2021). En este
marco, la politica éptima 7* se define como aquella que maximiza la recompensa acumulada

esperada:

n*zargm?xE ;))/R(st,a,) ,

donde s; denota el estado latente de la interaccion en el instante ¢, a; la accion elegida por el
asistente, R(s;,a,) la funcién de recompensa asociada y ¥ el factor de descuento. Este enfoque
probabilistico resulta adecuado para modelar tareas conversacionales en contextos universitarios,
donde el sistema debe razonar bajo incertidumbre sobre intenciones ambiguas o informacion
incompleta.

A nivel arquitectdnico, los asistentes virtuales extienden la estructura tipica de los chatbots
(NLU, gestor de didlogo y NLG) mediante médulos adicionales que refuerzan su capacidad de
adaptacion y razonamiento. Entre ellos destacan: (i) un gestor de contexto persistente, capaz
de mantener la coherencia de la conversacién a lo largo de multiples sesiones y canales; (ii) un
motor de razonamiento sobre grafos de conocimiento y ontologias institucionales, que permite

inferir relaciones y resolver consultas més alld de la recuperacion literal de informacion (Braun
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et al., 2017); y (iii)) componentes multimodales, que habilitan interacciones en voz, texto e
interfaces graficas, enriqueciendo la experiencia del usuario (Radziwill y Benton, 2017). Esta
arquitectura hibrida, que combina representaciones neuronales (basadas en transformers) con
estructuras de conocimiento simbdlico, constituye un paradigma emergente en la investigacion
de IA conversacional.

Un aspecto distintivo de los asistentes virtuales es su capacidad de personalizacion dindmica.
El sistema no solo procesa consultas aisladas, sino que aprende de los patrones de interaccion
de cada usuario, ajustando su comportamiento en funcién del historial y las preferencias. Este
mecanismo se formaliza como un problema de optimizacion supervisada, donde para cada
usuario u se ajusta un vector de pardmetros 6, que modela sus necesidades. El proceso de
adaptacién busca minimizar la pérdida:

1N

g(eu) = 3 Zg(yl(eu)vyl)’
N

i=1

donde ¥; es la prediccion del asistente y y; 1a respuesta esperada en el contexto académico. Gracias
a esta aproximacion, el sistema puede generar recomendaciones individualizadas, tales como
itinerarios académicos sugeridos, alertas sobre plazos administrativos o recursos de aprendizaje
adaptados.

Otro componente esencial es la proactividad. A diferencia de los sistemas reactivos, los asis-
tentes virtuales son capaces de anticiparse a las necesidades de los usuarios mediante modelos
predictivos. En entornos universitarios, esta capacidad se traduce en sistemas de recomendacion
que identifican asignaturas adecuadas seguin el rendimiento previo, o en mecanismos de predic-
cién de abandono (dropout prediction) que permiten emitir alertas tempranas (Yadegaridehkordi
et al., 2019). Desde un punto de vista técnico, esta funcionalidad requiere un sistema de moni-
torizacion en tiempo real que detecte eventos criticos en los sistemas institucionales y active
rutinas conversacionales adaptadas al contexto.

La evaluacion de asistentes virtuales requiere un marco de métricas que vaya més alld de los
indicadores clésicos de exactitud o latencia. En este sentido, se incluyen medidas como la Task
Completion Rate (TCR), que cuantifica la proporcion de procesos académicos completados con
éxito mediante el asistente, y el User Adaptation Score, que mide el grado de personalizacion
alcanzado en las interacciones (Braun et al., 2017). Estas métricas, complementadas con estudios

de usabilidad y satisfaccion del usuario, permiten evaluar tanto la eficacia técnica como el
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impacto institucional de la herramienta.

Una de las principales distinciones entre chatbots y asistentes virtuales radica en la dimensién
de la personalizacion. Mientras que los primeros tienden a ofrecer respuestas homogéneas a
partir de repositorios de informacién comunes, los asistentes virtuales son capaces de adaptar su
comportamiento en funcién del usuario, teniendo en cuenta preferencias individuales, historial
de consultas y progresion académica. En universidades, esta capacidad se traduce en ofrecer
recomendaciones personalizadas sobre asignaturas, alertas sobre plazos administrativos relevan-
tes o sugerencias de recursos de aprendizaje complementarios (Villegas-Ch et al.,|[2021)). Para
lograr este nivel de adaptacion, resulta fundamental la integracion con sistemas de informacién
estudiantil (SIS), plataformas de gestion del aprendizaje (LMS) y repositorios bibliogréficos, lo
que implica abordar retos asociados a interoperabilidad, sincronizacién de datos y cumplimiento
normativo en proteccion de la privacidad.

Los asistentes virtuales representan un avance significativo respecto a los chatbots tradi-
cionales, al incorporar una mayor complejidad en su arquitectura, mayores capacidades de
razonamiento y un nivel mds profundo de personalizacion. En el dmbito universitario, estas
caracteristicas les permiten funcionar como herramientas de apoyo inteligentes, permanentes
y adaptativas, beneficiando tanto la gestion administrativa como los procesos de ensefianza-
aprendizaje. No obstante, su despliegue implica desafios técnicos relevantes, entre ellos la
escalabilidad de la infraestructura, la adecuada gobernanza de los datos institucionales y la
sostenibilidad de los modelos de entrenamiento, aspectos que deben ser contemplados de forma

critica en cualquier iniciativa de implementacion.

2.1.3. Agentes de IA

Los agentes de IA constituyen sistemas computacionales auténomos disefiados para percibir
su entorno, procesar informacion y ejecutar acciones con el objetivo de maximizar una medida
de desempeiio definida. A diferencia de los chatbots y asistentes virtuales, que operan principal-
mente en marcos conversacionales delimitados o bajo supervision, los agentes de IA integran
capacidades avanzadas de razonamiento, aprendizaje automdtico y adaptacion contextual, lo que
les permite tomar decisiones complejas en tiempo real y actuar sin intervencién humana continua

(Wooldridge, [2009).
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Desde un punto de vista formal, un agente puede representarse como una funcién de mapeo:

f:P"— A

donde P* es el conjunto de secuencias de percepciones y A el conjunto de acciones posibles.
En entornos dindmicos e inciertos, esta formulacion se extiende a procesos de decision de Markov
(MDP) y POMDP, donde el agente debe seleccionar politicas 7(s) que maximicen la recompensa
esperada a lo largo del tiempo (Sutton, Barto et al.,|1998). El uso de aprendizaje por refuerzo
profundo (Deep Reinforcement Learning, DRL) ha potenciado la capacidad de los agentes para
aprender estrategias optimas directamente a partir de experiencias de interaccion con el entorno.

Histéricamente, la evolucion de los agentes de 1A se remonta a los sistemas expertos de
la década de 1980, basados en reglas simbdlicas y representaciones légicas. Con el avance
de los enfoques estadisticos y del aprendizaje automadtico, fue posible construir agentes con
la capacidad de gestionar escenarios de incertidumbre y de ajustarse de manera progresiva
a diferentes dominios de aplicacion. La convergencia reciente de arquitecturas neuronales
profundas y modelos de lenguaje preentrenados (como GPT o BERT) ha posibilitado agentes
hibridos con capacidades tanto de razonamiento simbdlico como de procesamiento contextual
del lenguaje natural (McLean et al.,[2023; Tunstall, Von Werra y Wolf, [2022).

En cuanto a su clasificacion, los agentes de IA suelen distinguirse en: (i) agentes reflejos
simples, que responden a estimulos inmediatos bajo esquemas condicién—accidn; (ii) agentes
basados en modelos, que mantienen una representacion interna del entorno para razonar sobre
él; (ii1) agentes orientados a objetivos, que planifican secuencias de acciones para alcanzar
metas definidas; y (iv) agentes basados en utilidad, que seleccionan acciones evaluando el
valor esperado de distintos estados futuros (Al-Jaf et al., [2024). Este marco se amplia con
los sistemas multiagente (MAS), donde multiples agentes colaboran o compiten entre si para
resolver problemas distribuidos de gran escala, como la gestién académica y administrativa en
universidades (Albrecht, Christianos y Schifer, [2024).

En el ambito universitario, los agentes de IA ofrecen un potencial transformador. Mientras
que un chatbot se orienta principalmente a resolver consultas especificas, un agente de 1A
posee la capacidad de desempefiar un rol mas amplio como orquestador de procesos, integrando
informacion distribuida en diferentes sistemas, automatizando procedimientos administrativos
y anticipando de manera proactiva las demandas de los estudiantes. Ejemplos de aplicacion

incluyen agentes que: (i) integrados con plataformas de e-learning, recomiendan asignaturas
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personalizadas segtin el historial académico; (ii) predicen riesgo de abandono estudiantil mediante

andlisis de patrones de interaccion; (iii) optimizan la asignacién de aulas y recursos docentes;

o (iv) coordinan multiples servicios institucionales bajo un esquema multiagente. En estos

escenarios, la capacidad de percepcién, planificacion y accién autbnoma diferencia al agente de

IA de otros sistemas conversacionales mas limitados.

La Tabla [3] presenta una comparacién entre chatbots, asistentes virtuales y agentes de IA,

destacando las diferencias en autonomia, nivel de complejidad y dmbitos de aplicacion educativa.

En ella se observa como los agentes representan el estadio mds avanzado dentro del espectro de

sistemas conversacionales implementados en el &mbito universitario.

Tabla 3: Comparacion entre chatbots, asistentes virtuales y agentes de IA.

entradas explicitas.

sidades.

Criterio Chatbots Asistentes virtuales Agentes de TA
Dominio Resolucién de consultas | Acompafiamiento persona- | Gestién auténoma de obje-
puntuales. lizado y proactivo. tivos mdltiples en entornos
complejos.
Autonomia Reactivos, dependen de | Proactivos, anticipan nece- | Auténomos, planifican y

ejecutan acciones en fun-

cién de metas.

Tecnologias de

soporte

PLN (NLU, NLG), reglas
y ML.

PLN + grafos de conoci-
miento, razonamiento au-

tomatico, multimodalidad.

PLN + planificacién au-
tomatica, aprendizaje por
refuerzo, sistemas multi-

agente.

Gestion de con-

Limitada a una sesion.

Persistente en multiples se-

Dinamica, con razona-

teligentes.

texto siones. miento a largo plazo y
coordinacion interagente.

Aplicaciones FAQs y trdmites basicos. | Tutoria académica perso- | Optimizacion de recursos,

universitarias nalizada, recordatorios in- | prediccion de abandono,

gestién coordinada de pro-

cesos institucionales.

Fuente: elaboracion propia.

No obstante, la implementacion de agentes de IA en entornos académicos plantea retos

técnicos y éticos adicionales. En términos de ciberseguridad, se requiere garantizar autenticacion
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robusta (SSO, OAuth2), control granular de accesos y mecanismos de auditoria que permitan
trazar cada accion ejecutada por el agente. Asimismo, la transparencia y explicabilidad de las
decisiones (XAI) resultan criticas para asegurar la confianza institucional, evitando la percepcion
de los agentes como “cajas negras” que toman decisiones opacas. Finalmente, la escalabilidad y
el mantenimiento continuo del conocimiento (continual learning) se configuran como requisitos
indispensables para mantener la vigencia de los agentes en contextos universitarios altamente

dinamicos (Al-Jaf et al., 2024).

2.2. Procesamiento de lenguaje natural
2.2.1. Evolucion del PLN:

El PLN constituye una de las dreas mds relevantes de la inteligencia artificial, cuyo objetivo
es dotar a las maquinas de la capacidad de comprender, interpretar y generar lenguaje humano
en diferentes contextos. Su evolucidn histérica refleja un transito desde enfoques simbdlicos
y basados en reglas hacia modelos estadisticos, y finalmente hacia arquitecturas neuronales
profundas que hoy sustentan los grandes modelos de lenguaje (LLMs) (Basha et al., [2023).

En su primera etapa, durante las décadas de 1950 y 1960, predominaban los sistemas simbo-
licos, fundamentados en graméticas formales y reglas de reescritura. Ejemplos paradigmaticos
incluyen los parsers sintdcticos de Chomsky y sistemas como ELIZA, que operaban mediante
emparejamiento de patrones. Aunque ttiles en dominios restringidos, estos enfoques resulta-
ban poco escalables debido a la necesidad de definir manualmente extensas bases de reglas
(Weizenbaum, [1966)).

A partir de la década de 1980, el campo experimento un giro hacia métodos estadisticos,
impulsados por la disponibilidad de grandes corpus textuales y el auge de la lingiiistica compu-
tacional. Modelos como los n-gramas permitieron capturar regularidades probabilisticas en el
uso del lenguaje, mejorando tareas de modelado del habla y desambiguacion 1éxica (Yu et al.,
2011)). El uso de modelos ocultos de Markov (HMM) y clasificadores como Naive Bayes y
Maigquinas de Vectores de Soporte (SVM) consolid6 esta fase, posibilitando avances en etiquetado
morfosintactico, reconocimiento de voz y traduccién automadtica (Hristea, 2025)).

La siguiente etapa estuvo marcada por la incorporacion del aprendizaje profundo. El em-
pleo de redes neuronales recurrentes (RNN) y sus variantes (LSTM, GRU) permitié modelar
dependencias a largo plazo en secuencias de texto, mejorando notablemente tareas como el

reconocimiento del habla y la generacion automaética (Alonso et al.,|[2024)). Sin embargo, estas
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arquitecturas presentaban limitaciones en el procesamiento paralelo y la captura de dependencias
de largo alcance, lo que abrié paso a modelos més sofisticados.

El cambio decisivo en el procesamiento del lenguaje natural ocurrid con la aparicion de
los mecanismos de atencion y, mds tarde, con la arquitectura Transformer, la cual reemplazé
las estructuras recurrentes por esquemas de autoatencion altamente paralelizables (Tunstall,
Von Werra y Wolf, |[2022)). Este cambio revolucioné el PLN, posibilitando la aparicién de modelos
preentrenados a gran escala como BERT y GPT, que consolidaron un nuevo paradigma basado
en el preentrenamiento y la adaptacion a tareas especificas mediante fine-tuning. Con ello, el
campo del PLN pasé de sistemas especializados y dependientes de reglas a modelos generales
capaces de transferir conocimiento entre dominios con una eficacia sin precedentes.

La evolucién del PLN refleja una progresiva abstraccion desde reglas explicitas hacia re-
presentaciones distribuidas y jerarquicas del lenguaje. Este transito no solo ha incrementado la
precision en tareas cldsicas como clasificacion de texto, traduccion y extraccion de informacidn,
sino que ha habilitado la construccion de agentes conversacionales y asistentes inteligentes con
un grado de naturalidad y contextualizacion anteriormente inalcanzable. Asi, el PLN constituye
el nicleo metodoldgico sobre el cual se sustentan los sistemas conversacionales descritos en las

secciones anteriores.

2.2.2. Transformers

La introduccidn de la arquitectura Transformer supuso un punto de inflexién en el procesa-
miento de lenguaje natural, al reemplazar las limitaciones de las redes recurrentes (RNN, LSTM)
mediante un mecanismo de autoatencion totalmente paralelo (Tyukin et al., 2024)). Este cambio
permitié modelar dependencias de largo alcance en secuencias textuales de manera mas eficiente
y escalable, constituyendo la base sobre la que se han construido los modelos de lenguaje mas
influyentes de la dltima década.

El nicleo matemético de los Transformers es el mecanismo de self-attention, mediante el
cual cada token de entrada puede ponderar dindimicamente su relacion con los demds elementos
de la secuencia. Formalmente, dado un conjunto de vectores de entrada X € R"*4 ge definen

tres proyecciones lineales aprendibles:

0=xwe K=xwk v=xwY,
donde W2 WX WV € R?*4 son matrices de parametros. El cilculo de atencién se expresa
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CcOomo:

. oK'
Attention(Q, K, V) = softmax V,
Vi

lo que permite asignar pesos adaptativos a cada token en funcién de su relevancia contextual.
Este proceso se aplica de forma paralela en varios cabezales de atencidn (multi-head attention),
lo que permite al modelo capturar de manera simultanea diferentes patrones de dependencia y
tipos de relaciones semdnticas presentes en la secuencia.

El entrenamiento de los Transformers se fundamenta en el aprendizaje no supervisado
a gran escala, con estrategias de preentrenamiento que marcan la diferencia entre modelos
bidireccionales y autoregresivos. El modelo BERT se entrena mediante la técnica de masked
language modeling (MLLM), en la cual se oculta un subconjunto de tokens de la secuencia de
entrada y el sistema debe predecirlos utilizando el contexto bidireccional disponible (Devlin et al.,
2019). Sea X = (x1,...,x,) la secuencia original y M C {1,...,n} el conjunto de posiciones

enmascaradas, la funcién de pérdida correspondiente se expresa como:

L = — Y log P(xi | X\p),
ieM

lo que permite al modelo aprender dependencias contextuales amplias y simétricas en el
texto.

En contraste, GPT (Generative Pretrained Transformer) sigue un paradigma autoregresi-
vo, en el cual cada token se predice condicionalmente en funcién de los tokens precedentes.

Formalmente, la optimizacién se plantea como:

Zepr = — ZlogP(x, | x<t),

t=1

lo que dota al modelo de una notable capacidad para generar secuencias textuales coherentes
y naturales en tareas de redaccion y didlogo (Radford, Narasimhan et al., 2018)). Asi, la diferencia
entre BERT y GPT refleja sus roles arquitectonicos: mientras BERT, basado en un encoder, se
orienta hacia la comprension profunda del lenguaje, GPT, fundamentado en un decoder, esta
disenado principalmente para la generacion fluida de texto.

El impacto de BERT y GPT ha sido decisivo en la revolucion del PLN. La posibilidad de
adaptar estos modelos a dominios especificos mediante fine-tuning ha disminuido de manera

significativa la necesidad de contar con grandes volimenes de datos etiquetados. Gracias a
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ello, se han consolidado como arquitecturas de referencia en tareas como clasificacion de texto,
sistemas de respuesta automatica, generacion de resimenes y traduccion automatica (Brown
et al., 2020; Devlin et al., 2019). Del mismo modo, la arquitectura de los Transformers ha
demostrado una notable capacidad de escalado, posibilitando el entrenamiento de modelos con
miles de millones de pardmetros. Los resultados empiricos han evidenciado que el desempefio
sigue leyes de escalado, donde la mejora en precision y generalizacion se comporta de manera
aproximadamente logaritmica en funcién tanto del tamafio del corpus de entrenamiento como de
la complejidad paramétrica del modelo (J. Kaplan et al., 2020). Este fendmeno, conocido como
scaling laws, constituye uno de los pilares tedricos de los LLMs, que se abordardn en la siguiente
subseccion. La introduccion de BERT y GPT no solo consolidé la arquitectura Transformer
como estandar de facto en PLN, sino que redefini6 las fronteras entre comprension y generacion
de lenguaje natural. Su combinacién de eficiencia computacional, escalabilidad y adaptabilidad
a multiples tareas constituye la base de los avances recientes en agentes conversacionales

inteligentes, incluidos los disenados para entornos universitarios.

2.2.3. Grandes modelos de lenguaje

Los LLMs constituyen la evolucién mads significativa del PLN en la dltima década, conso-
liddndose como la base de los sistemas conversacionales contemporaneos. Estos modelos se
caracterizan por contar con un nimero masivo de pardmetros —del orden de cientos de miles
de millones— y por ser entrenados mediante técnicas de aprendizaje auto-supervisado sobre
volimenes de texto a escala web (Brown et al., 2020). A diferencia de los enfoques tradicionales,
que dependian de corpus anotados manualmente, los LLMs aprovechan el preentrenamiento
masivo para aprender representaciones distribuidas del lenguaje que capturan regularidades
sinticticas, semanticas y pragmaticas de manera emergente (Raffel et al., [2020).

Desde una perspectiva formal, el preentrenamiento de un LLLM puede representarse como la

optimizacién de una funcién de probabilidad condicional:

T
0* = inE,.p|—) logP, )
arg min K- Z 0g Py (x | x</)

=1
donde D es el corpus de entrenamiento, x; es la palabra en la posicion ¢t y x-; representa la
secuencia previa. El modelo parametrizado por 8 se entrena para aproximar la distribucion real
del lenguaje, maximizando la probabilidad de las secuencias observadas. Este paradigma de

modelado generativo, conocido como Language Modeling, constituye el nicleo de arquitecturas
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como GPT (Radford, Narasimhan et al.,|2018)) y su posterior escalado hacia GPT-3 (Brown et al.,
2020).

La capacidad de los LLMs para generalizar a tareas no vistas se debe al fendmeno de la
aprendizaje en contexto (in-context learning), por el cual el modelo adapta su comportamiento a
nuevas instrucciones sin necesidad de un ajuste fino explicito. Sin embargo, para su aplicacién en
dominios especificos como el académico, resulta crucial un proceso adicional de adaptacién. Este
puede lograrse mediante dos estrategias principales: (i) fine-tuning, en el cual los pardmetros del
modelo se actualizan utilizando datos institucionales (p.ej., normativas universitarias, calendarios
académicos, reglamentos de matricula); y (ii) aprendizaje con recuperacién aumentada (Retrieval-
Augmented Generation, RAG), donde el modelo se conecta a repositorios documentales y bases
de datos en tiempo real, garantizando precision y trazabilidad en las respuestas (P. Lewis et al.,
2020).

En el 4ambito universitario, la integracion de LLMs enfrenta tanto oportunidades como
desafios. Por un lado, permiten construir agentes conversacionales capaces de procesar consultas
complejas en lenguaje natural, ofreciendo respuestas personalizadas y contextualizadas que van
mads allé de las capacidades de chatbots convencionales. Por otro, la incorporacién de informacién
sensible, como historiales académicos o expedientes administrativos, exige la implementacion
de protocolos estrictos de seguridad y privacidad. En este sentido, técnicas de fine-tuning seguro
y el uso de entornos aislados para el despliegue del modelo constituyen enfoques necesarios para
mitigar riesgos de fuga de informacion.

Una dimension adicional clave es la alineacion de los LLMs con los objetivos pedagdgicos e
institucionales. Los modelos preentrenados tienden a reflejar sesgos presentes en sus datos de
entrenamiento, lo cual puede derivar en respuestas inapropiadas o inconsistentes. Con el fin de
mitigar esta limitacion, se han desarrollado enfoques de alineacion basados en retroalimentacion
humana (Reinforcement Learning from Human Feedback, RLHF), en los cuales el modelo adapta
sus respuestas utilizando evaluaciones proporcionadas por personas que valoran criterios como la
calidad, la relevancia y la correccion de las salidas generadas (Ouyang et al., 2022). En entornos
universitarios, esta técnica permite afinar el comportamiento del sistema para que priorice la
transparencia, la formalidad y la coherencia normativa.

Finalmente, el potencial de los LLLMs en educacién superior se amplifica cuando se integran
en ecosistemas académicos complejos. Un agente conversacional basado en LLLM puede no solo

resolver consultas sobre normativas o tramites, sino también generar resimenes de documentos
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institucionales, asistir en la redaccién académica o sugerir recursos bibliogréficos pertinentes.
Este enfoque sitia a los LLMs como piezas centrales en la infraestructura digital universitaria,

ofreciendo soporte tanto a estudiantes como a docentes y gestores en la gestion del conocimiento.

2.2.4. Modelos multimodales

El transito de los modelos de lenguaje hacia arquitecturas multimodales ha marcado un
punto de inflexién tanto en el PLN como en la IA en su conjunto. A diferencia de los modelos
unimodales, entrenados tnicamente sobre secuencias de texto, los modelos multimodales son
capaces de procesar e integrar informacion proveniente de diferentes fuentes —texto, imagen,
audio o video—, lo que les permite construir representaciones conjuntas del conocimiento y
habilitar interacciones mds ricas y naturales con los usuarios (BaltruSaitis, Ahuja y Morency,
2018)). Esta capacidad resulta particularmente relevante en contextos universitarios, donde la
informacion institucional y académica no se encuentra exclusivamente en formato textual, sino
también en gréficos, planos, documentos escaneados o grabaciones de voz.

De manera formal, un modelo multimodal puede definirse como una funcién que aprende

una representacion comun entre distintas modalidades:

En este marco, cada X () representa el espacio correspondiente a una modalidad particular (como
texto, imagen o audio), mientras que Z constituye un espacio latente comun. El proceso de
entrenamiento busca establecer una correspondencia seméntica entre las diferentes modalidades,
de forma que las representaciones de pares coherentes (por ejemplo, una frase descriptiva y
la imagen que la ilustra) se proyecten cercanas en el espacio latente Z, mientras que aquellas
que no guardan relacién queden mds alejadas (Radford, Narasimhan et al., 2018). Este enfoque
constituye la base de arquitecturas como CLIP (Contrastive Language—Image Pretraining), las
cuales utilizan una funcion de pérdida contrastiva para aprender representaciones compartidas de

texto e imagen: _
exp(sim(Z, ™) /7)

1 N
Lreontrastiva = —— Y log : )
contrastiva N 1:21 leyzl eXp(Sim(deXt, lemg)/l.)

donde sim denota una funcion de similitud (usualmente el coseno) y T corresponde a un hiper-
parametro de temperatura que regula la dispersion de las probabilidades (Radford, Kim et al.,

2021)).
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En el 4mbito conversacional, la multimodalidad permite disefiar agentes capaces de: (1)
interpretar consultas orales a través de reconocimiento automatico del habla (ASR) y responder
mediante sintesis de voz (TTS); (i) procesar documentos escaneados o imagenes de horarios y
convertirlos en informacidn estructurada; y (iii) combinar texto, graficos y tablas en la respuesta
al usuario, aumentando la expresividad y la claridad de la interaccién (Tsimpoukelli et al., 2021).
Estas capacidades amplian de forma significativa el alcance de los sistemas conversacionales
en educacion superior, permitiendo escenarios como asistentes que interpretan fotografias de
formularios administrativos, transcriben y resumen conferencias grabadas, o sugieren recursos
visuales y multimedia para apoyar procesos de aprendizaje.

La multimodalidad también plantea desafios técnicos relacionados con la alineacion temporal
y semdntica entre modalidades. En tareas como la integracién de voz y texto, el sistema debe
alinear secuencias de distinta longitud y granularidad, lo que exige técnicas de atencion cruzada
(cross-attention) que ponderan de manera dindmica la contribucion de cada modalidad. Asimismo,
el entrenamiento de modelos multimodales requiere grandes volimenes de datos anotados de
forma coherente en miultiples formatos, lo cual implica costes computacionales y riesgos de
sesgo derivados de la disponibilidad desigual de recursos multimodales (Akbari et al.,[2021)).

En el contexto universitario, la aplicacion de modelos multimodales abre la puerta a agentes
conversacionales mds inclusivos y accesibles. Por ejemplo, estudiantes con dificultades visuales
pueden interactuar mediante voz, mientras que aquellos con discapacidades auditivas pueden
beneficiarse de respuestas en texto enriquecidas con elementos graficos. Asimismo, la posibilidad
de combinar de manera integrada texto, imagenes y audio habilita el desarrollo de entornos
inteligentes que no solo apoyan la consulta de informacién administrativa, sino que también
potencian los procesos de ensefianza y aprendizaje. Esto incluye funcionalidades como la
elaboracién de explicaciones enriquecidas con representaciones visuales o la adaptacion de
materiales educativos a distintos formatos segtn las necesidades del estudiante.

En suma, los modelos multimodales constituyen el siguiente paso en la evolucién de los
sistemas conversacionales universitarios, al permitir interacciones mas naturales, ricas y adap-
tadas a la diversidad de modalidades con que se presenta la informacién. La combinacion de
modelos multimodales con LLMs y arquitecturas conversacionales no solo expande el abanico
de capacidades técnicas de los agentes, sino que también favorece el desarrollo de experiencias

educativas mds accesibles, personalizadas y eficientes.
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2.3. Técnicas de adaptacion de modelos

Los LLMs destacan por su capacidad de generalizacion, la cual se deriva de su entrenamiento
a partir de grandes volimenes de datos diversos y heterogéneos. Sin embargo, su implementacién
en contextos institucionales especificos, como las universidades, requiere estrategias de adapta-
cién que permitan refinar su comportamiento, alinearlo con objetivos académicos y garantizar
tanto precision como trazabilidad en las respuestas (Raffel et al., 2020). En este sentido, las
técnicas de fine-tuning y de generacion aumentada por conocimiento (Knowledge-Augmented

Generation, KAG) constituyen los enfoques mds relevantes.

2.3.1. Fine-tuning

El proceso de fine-tuning implica la adaptacion de los pardmetros 6 de un modelo previamente
entrenado en un dominio amplio, con el fin de especializarlo en un conjunto de datos particulares

D4, Matematicamente, este ajuste se formula como la optimizacién de la funcién de pérdida:

0" = argmein E(xy)~Dyyn {(fo(x),¥),

donde ¢ representa la funcién de coste y fg corresponde a la prediccién generada por el
modelo tras la actualizacion de sus pardmetros (Howard y Ruder, 2018). Esta estrategia permite
especializar al modelo en el procesamiento de textos académicos, normativas universitarias o
documentos administrativos.

En términos aplicados, el proceso de fine-tuning puede abordarse a través de tres estrategias

principales:

1. Ajuste completo (Full fine-tuning): se actualizan todos los parametros del modelo, lo
que proporciona el mayor grado de especializacion. Sin embargo, este enfoque conlleva

altos requerimientos computacionales y una mayor probabilidad de sobreajuste.

2. Ajuste parcial: inicamente se entrenan determinadas capas, como la de salida o ciertos
adaptadores intermedios, lo que disminuye la complejidad y los costes del entrenamiento

(Houlsby et al., [2019).

3. Ajuste eficiente en parametros (Parameter-efficient fine-tuning, PEFT): consiste en

afiadir médulos adicionales con bajo coste paramétrico —por ejemplo, LoRA (Low-Rank
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Adaptation)— que permiten adaptar el modelo sin necesidad de modificar la mayoria de

sus parametros (Hu et al., 2022).

En entornos universitarios, los enfoques de PEFT resultan particularmente atractivos, dado
que permiten desplegar agentes conversacionales adaptados a contextos institucionales especifi-

cos sin necesidad de recursos computacionales prohibitivos.

2.3.2. Generacion aumentada con recuperacion (RAG)

Los modelos de lenguaje de gran escala (LLMs), al estar entrenados sobre corpus estaticos,
presentan limitaciones para incorporar informacién que cambia dindmicamente en el tiempo,
lo que puede conducir a respuestas desactualizadas o inexactas. Una estrategia ampliamente
adoptada para superar esta restriccion es la Retrieval-Augmented Generation (RAG), en la cual
el modelo se conecta con un médulo externo de recuperacién documental que le proporciona
evidencia verificable en cada interaccion (P. Lewis et al., [2020). Estas aproximaciones se han
aplicado también a consultas administrativas no académicas. Por ejemplo, Sarmiento (2025)
analizan como RAG mejora el control de alucinaciones al restringir respuestas a un corpus
curado especifico para personal y administracién, remarcando la importancia del disefio del
backend para sostener precision en tareas institucionales.

Formalmente, dado un enunciado de entrada ¢, el sistema recupera un conjunto de documen-
tos relevantes R(q) desde una base de conocimiento vectorial o indice seméntico. La probabilidad

de la respuesta final se condiciona en el par (¢,R(q)), de manera que:

P(ylq)= ZPy\q, -P(d | q),
deR(q

donde P(d | q) representa la relevancia estimada de cada documento recuperado y P(y | g,d)
la probabilidad de generar la respuesta y apoyada en dicho documento.

Este enfoque introduce varias ventajas frente al uso directo de LLMs:

» Garantiza la trazabilidad de las respuestas, pues cada salida puede vincularse con docu-

mentos fuente.

= Reduce la incidencia de “alucinaciones”, al condicionar la generacion en evidencias

externas verificables.
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= Facilita la actualizacién dindmica, ya que basta con modificar el repositorio documental

sin necesidad de reentrenar el modelo.

En el contexto universitario, el uso de RAG es particularmente relevante. Permite que un
agente conversacional consulte en tiempo real reglamentos académicos, calendarios, normativas
de matricula o convocatorias de becas, asegurando que la informacion entregada esté alineada
con las versiones oficiales vigentes. Asimismo, su integracion con repositorios heterogéneos
(PDFs, hojas de célculo, bases de datos institucionales) ofrece una via flexible para unificar el

acceso a informacion dispersa.

2.3.3. Discusion técnica

La adopcion de Retrieval-Augmented Generation (RAG) en sistemas conversacionales uni-
versitarios plantea un conjunto de ventajas metodoldgicas y desafios técnicos que condicionan su
aplicabilidad practica. Su principal fortaleza reside en externalizar el conocimiento hacia reposi-
torios documentales dindmicos, lo que permite reducir costes de reentrenamiento y garantizar
respuestas actualizadas en dominios sujetos a cambios frecuentes, como normativas académicas
o calendarios institucionales.

Desde una perspectiva computacional, el desempefio de un sistema RAG depende critica-
mente de tres elementos: (1) la calidad de los embeddings utilizados para representar consultas y
documentos, los cuales deben preservar propiedades semdnticas relevantes en espacios vectoria-
les de alta dimension; (ii) la eficiencia y precision del motor de recuperacion, donde parametros
como el nimero k de documentos candidatos y el umbral de similitud T condicionan el equilibrio
entre cobertura y relevancia; (iii) la integracion coherente de multiples evidencias en la fase
generativa, que requiere estrategias de fusion para evitar contradicciones o redundancias en la
salida final.

Formalmente, la robustez del sistema puede modelarse como un problema de optimizacién

conjunta:

m(a’u)( Eg4o | -Precision(q,R(q)) + B - Cobertura(q,R(q)) — A - Costo(R(q)) |,
R(q

donde a, 3, representan coeficientes de ponderacion que balancean exactitud, diversidad y
coste computacional del proceso de recuperacion.

En términos de escalabilidad, RAG introduce una ventaja significativa al desacoplar el
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modelo de lenguaje del repositorio de conocimiento, permitiendo que la actualizacion del
sistema se limite a la indexacion de nuevos documentos. No obstante, esta propiedad depende
de la implementacion de pipelines de MLOps que garanticen la correcta ingesta, normalizacion
e indexacion de fuentes heterogéneas (PDF, hojas de célculo, bases de datos académicas),
asegurando consistencia y trazabilidad.

Un desafio adicional es la sensibilidad del sistema a errores en la fase de recuperacion.
Una recuperacion imprecisa conduce a respuestas incorrectas aunque el modelo generativo sea
altamente competente, lo que desplaza el cuello de botella hacia el disefo y evaluacién del
motor de busqueda seméntico. Este fendmeno se conoce como garbage in, garbage out y obliga
a complementar RAG con métricas especificas de recuperacion (recall@k, MRR) ademds de
métricas conversacionales (First Turn Resolution, satisfaccién del usuario).

En entornos universitarios, la implementaciéon de RAG también exige contemplar aspectos
éticos y de gobernanza de datos. La recuperacion debe restringirse a fuentes verificadas para
evitar la propagacion de informacion no oficial, y el sistema debe garantizar trazabilidad mediante
la citacion explicita de documentos fuente.

En suma, la discusion técnica muestra que RAG ofrece un marco flexible, escalable y coste-
eficiente para dotar de veracidad y actualizacion a los agentes conversacionales universitarios. Sin
embargo, su efectividad estd condicionada a la correcta orquestacion de las fases de indexacidn,
recuperacién y fusion, que deben ser disefiadas con criterios tanto computacionales como

institucionales para asegurar precision, transparencia y confianza en la interaccion.

2.4. Chatbots en educacion superior

La aplicacién de chatbots en universidades constituye un campo emergente en el que conflu-
yen técnicas avanzadas de procesamiento de lenguaje natural (PLN), aprendizaje automatico y
sistemas de informacion académica. Su objetivo central es disminuir las barreras en la comu-
nicacién entre los estudiantes y la administracién universitaria, optimizando la realizacién de
tareas clave como la inscripcidn en asignaturas, la tramitacién de becas, la emision de certifi-
cados y la atencién a consultas recurrentes. Desde una perspectiva institucional, los chatbots
permiten descentralizar la atencién y dotar de mayor escalabilidad a los servicios académicos,

sin comprometer la trazabilidad de la informacién (Wollny et al., 2021)).
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2.4.1. Modelado matematico de chatbots universitarios

El funcionamiento de un chatbot universitario puede modelarse formalmente como un proceso
de decision secuencial. Una representacion ampliamente utilizada es el marco de los POMDP,
donde el sistema no tiene acceso completo al estado real del usuario, sino a observaciones
derivadas de la consulta en lenguaje natural (Young et al., 2013)). Sea S el espacio de estados
latentes que representan las necesidades del estudiante (por ejemplo, consulta de horarios, plazos
de becas, verificacion de requisitos de matricula), A el conjunto de acciones disponibles para el
chatbot (responder, solicitar aclaracion, recuperar documentos), y O el conjunto de observaciones

textuales derivadas de la entrada del usuario. La dindmica del sistema puede describirse como:

P(St+1 |Staat)7 P(Ot ’Staat)v

donde la politica de decisién 7 (a; | i) asigna probabilidades sobre acciones dado el historial
de interaccion &,. El objetivo es encontrar la politica 6ptima 7% que maximice la recompensa

acumulada esperada:

T
n*:argmfr’le tzz)fR(st,a,) :

con Y € [0, 1] un factor de descuento temporal y R(s;,a,) la funcién de recompensa que
penaliza respuestas incorrectas y premia resoluciones rdpidas en el primer turno (First Turn
Resolution, FTR).

En términos practicos, esta formulacion permite entrenar politicas conversacionales mediante
aprendizaje por refuerzo profundo (Deep Reinforcement Learning, DRL), donde el sistema ajusta

sus decisiones a partir de interacciones reales con usuarios (Su et al., 2016).

2.4.2. Integracion con modelos de lenguaje

El médulo de PLN de un chatbot universitario puede construirse a partir de modelos de
lenguaje preentrenados, como BERT o GPT, ajustados mediante fine-funing sobre documentos
normativos y administrativos de la institucion. En este proceso, el objetivo es optimizar la funcién

de pérdida asociada a la clasificacion de intenciones:

Z2(0)=— ) logPs(y|x),

(xvy) eDdom
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donde x denota la consulta formulada por el estudiante y y corresponde a la intencion asociada
(por ejemplo, solicitud de beca o verificacion de calendario), empleando un corpus especifico
Dgom-

Con el fin de garantizar precision y trazabilidad en las respuestas, se incorpora un esquema
de generacion aumentada con recuperacion (Retrieval-Augmented Generation, RAG). En este
enfoque, para una consulta g, el sistema localiza documentos relevantes R(g) en repositorios

institucionales y condiciona la generacion de la salida en el par (¢,R(g)):

P(ylq)= Y, P(y|qd)-P(d]|q).
deR(q)

Este enfoque hibrido asegura que la informacion provenga de fuentes oficiales (reglamentos,

bases de datos académicas), reduciendo el riesgo de respuestas incorrectas.

2.4.3. Aplicaciones en universidades

La implementacion préctica de chatbots universitarios ya muestra resultados notables. La
Tabla @] sintetiza algunos casos de aplicacién y sus impactos medidos en eficiencia administrativa,
retencion estudiantil y escalabilidad de la atencion.

Estos casos confirman que los chatbots no solo reducen tiempos de respuesta, sino que
también impactan en métricas criticas de desempefio institucional como la retencién estudiantil,
la eficiencia administrativa y la satisfaccion en los servicios de apoyo. Cuando los chatbots
universitarios se representan bajo el marco de POMDPs y se entrenan mediante técnicas de
aprendizaje por refuerzo, complementados con esquemas de RAG, se configuran como compo-
nentes clave dentro de la infraestructura digital de las universidades, contribuyendo de manera

decisiva a los procesos de transformacion tecnolédgica en la educacion superior.
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Tabla 4: Casos reales de chatbots en educacion superior: aplicaciones y resultados cuantitativos

Universidad / Chat-
bot

Uso principal

Resultados cuantitativos

Deakin University —

“Genie”

Asistente administrati-
vo personal integrando
LMS, biblioteca y ser-

Vicios.

Hasta 12 000 conversaciones diarias; muy popular

en estudiantes de primer afio. !

Georgia State Univer-

sity — “Pounce”

Chatbot para admisién
(summer melt) y con-

sultas de estudiantes

200 000 respuestas entregadas; reduccién del
“summer melt” en un 22 %, retencién mejoro sig-

nificativamente. 2

entrantes.
University of the Free | Bot  administrativo | Reduccién del 71 % en tickets de soporte; 83 %
State — EduBot multicanal (web y | menos consultas via chat en vivo; duplicé alcance
WhatsApp) para sopor- | estudiantil. 3

te institucional.

University of Milano-
Bicocca — Unimib As-

sistant

Chatbot RAG para con-
sultas administrativas
y académicas de estu-

diantes.

Alta usabilidad percibida; respuestas estructura-
das, aunque con limitaciones en precision y enla-

ces funcionales. *

Fuente: elaboracion propia.

!Deakin-Genie University
~Georgia State University

3University of the Free State (UFS)
4University of Milano-Bicocca
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https://www.oclc.org/content/dam/research/presentations/2019/Deakin-Genie.pdf
https://mainstay.com/case-study/how-georgia-state-university-supports-every-student-with-personalized-text-messaging/
https://verge-ai.com/blog/how-ufs-doubled-student-reach-and-reduced-live-chats-83-with-edubot/?utm_source=chatgpt.com
https://www.themoonlight.io/en/review/unimib-assistant-designing-a-student-friendly-rag-based-chatbot-for-all-their-needs

3. Metodologia

3.1. Diseio metodoldogico

El presente trabajo adopta un disefio metodolégico de carécter aplicado y tecnoldgico, articu-
lado en torno a la metodologia CRISP - DM (Cross Industry Standard Process for Data Mining).
Este marco, ampliamente consolidado en proyectos de ciencia de datos e inteligencia artificial,
organiza el desarrollo en seis fases iterativas: (i) comprension del negocio, (ii) comprension de
los datos, (iii) preparacion de los datos, (iv) modelado, (v) evaluacién y (vi) despliegue.

El objetivo metodoldgico central es implementar un agente conversacional para el &mbito
universitario, sustentado en LLMs, capaz de responder en lenguaje natural a consultas académicas
y administrativas, garantizando precision, trazabilidad y eficiencia. El estudio se clasifica como
exploratorio—aplicado, en la medida en que verifica la viabilidad técnica del sistema, y adopta
un enfoque cuantitativo—computacional, evaluando el rendimiento mediante métricas objetivas

(precision, cobertura y tiempo de respuesta).

3.2. Participantes

Dado que el trabajo tiene un cardcter eminentemente técnico, no se incluyen participan-
tes humanos en el proceso de validacion. La evaluacién del sistema se centrd en métricas

computacionales y en pruebas de funcionamiento en entornos controlados.

3.3. Instrumentos

Se utilizaron los siguientes instrumentos técnicos y analiticos:

= Datasets institucionales: documentos en formato CSV, PDF, DOCX y PPTX, que incluyen

calendarios, reglamentos, manuales y guias académicas.

= Plataformas y librerias: Chainlit para la interfaz del chatbot, ChromaDB como ba-
se vectorial por su eficiencia en busquedas aproximadas de alta dimensionalidad y su
facilidad de actualizacién incremental frente a alternativas como FAISS o Milvus, y

OpenAIEmbeddings para la generacion de representaciones semdnticas.

= Modelos de PLN: ChatOpenAI (gpt-40-mini) como modelo de lenguaje principal, elegido

por su equilibrio entre rendimiento, coste computacional y latencia en comparacion con
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modelos abiertos como LLaMA o DeepSeek, e integrado con la estrategia Retrieval-

Augmented Generation (RAG).

= Herramientas de evaluacion: métricas de rendimiento computacional (precision de

recuperacion, latencia, tasa de error) y registros de interaccion en tiempo real.

3.4. Procedimiento

El procedimiento metodoldgico se organizé en las fases de CRISP-DM, alineadas al desarrollo

del agente conversacional:

1. Comprension del negocio: definicién del problema de dispersion informativa en entornos
universitarios y establecimiento de criterios de éxito (precision, reduccién del tiempo de

busqueda).

2. Comprension de los datos: andlisis de la heterogeneidad de fuentes y formatos; deteccion
de la dispersion en calendarios y normativas como principal obstaculo para el acceso a la

informacion.

3. Preparacion de los datos: implementacion de un pipeline de preprocesamiento, in-
cluyendo segmentacion en fragmentos (chunking), extracciéon de embeddings mediante
OpenAIEmbeddings y almacenamiento en ChromaDB, que se selecciond por su flexibilidad

para indexar documentos heterogéneos.

4. Evaluacién: validacion automéatica mediante métricas de precision y relevancia ajustando

parametros del retriever (k, min_score).

5. Despliegue: implementacion del chatbot en entorno web mediante Chainlit, con acceso

multiplataforma y posibilidad de integracion futura al campus virtual institucional.

La Figura[l]sintetiza la adaptacién de CRISP-DM al presente trabajo, mientras que la Figura[?]

describe la arquitectura técnica de la solucion.
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Figura 1: Adaptacion de la metodologia CRISP-DM al desarrollo del agente conversacional
universitario.

3.5. Analisis de datos

El anélisis de desempefio se dividi6 en dos niveles:

= Evaluacién técnica: cilculo de precision, cobertura de consultas, latencia promedio y tasa

de error en el médulo de NLU.

= Analisis de robustez: verificacion de la coherencia de respuestas y trazabilidad hacia

documentos fuente mediante la estrategia RAG.

Los resultados obtenidos permiten validar el potencial del agente conversacional como
infraestructura de apoyo académico y administrativo, en linea con los objetivos definidos en la

fase inicial.
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4. Resultados

4.1. Ingesta y preprocesamiento de la informacion

El primer paso del proceso metodoldgico consistio en la recopilacion, estandarizacion y
preparacion de fuentes institucionales, con el propdsito de conformar un repositorio documental
robusto que sirviera como base de conocimiento para el agente conversacional. Dada la dispersion
y heterogeneidad de la informacién académica, se adopt6 una estrategia dual de ingesta. Por un
lado, se aplicaron técnicas de web scraping sobre las paginas publicas de la universidad, utilizando
la libreria WaterCrawl, lo que permiti6 extraer de manera sistematica contenidos procedentes
de portales académicos, repositorios institucionales y sistemas administrativos accesibles. Esta
aproximacion garantiz6 la obtencion estructurada de la informacion sin necesidad de acceder a
secciones privadas como el campus virtual, cuyo rastreo podria implicar restricciones técnicas o
legales.

De manera complementaria, se integraron documentos oficiales en formato PDF, tales como
reglamentos de matricula, manuales administrativos, calendarios académicos, guias de becas
y resoluciones institucionales. Estas fuentes constituyen la base normativa y procedimental de
mayor autoridad, por lo que su correcta incorporacién al repositorio resulta critica para garantizar
tanto la coherencia como la trazabilidad de las respuestas generadas por el sistema.

Una vez recopilada la informacion, se aplicé un proceso exhaustivo de preprocesamiento
orientado a su normalizacién y a la optimizacién de la posterior indexacién semantica. Dicho
proceso incluy6 la segmentacion de los documentos en fragmentos de longitud controlada
mediante técnicas de chunking, garantizando que cada unidad mantuviera coherencia interna
al mismo tiempo que alcanzara el nivel de granularidad necesario para responder consultas
especificas. Adicionalmente, se establecié un umbral de relevancia asociado a cada fragmento,
aprovechando la funcién similarity_search_with_score en la etapa de recuperacion. Este
mecanismo permitié asignar un puntaje de similitud a cada chunk, filtrando aquellos con baja
correspondencia y priorizando la seleccion de documentos mds pertinentes para la generacion de
respuestas.

El procedimiento de limpieza incluy6 la normalizacion de caracteres, la eliminacion de sim-
bolos no estdndar y elementos decorativos de escaso valor informativo. Asimismo, se gestionaron
los metadatos de manera diferenciada: se eliminaron aquellos irrelevantes, como numeraciones

automadticas o encabezados redundantes, mientras que se afladieron metadatos personalizados en
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los chunks —por ejemplo, la fuente documental— con el propdsito de mejorar la trazabilidad y
la transparencia en la recuperacion de informacion.

El conjunto resultante de fragmentos procesados fue transformado en representaciones distri-
buidas de alta dimensionalidad mediante la libreria OpenAIEmbeddings, utilizando el modelo
text-embedding-3-small. Este modelo permitié capturar relaciones semanticas complejas y
preservar dependencias contextuales necesarias para la recuperacion en lenguaje natural. Una vez
generados, los embeddings fueron almacenados en la base vectorial ChromaDB, seleccionada por
su eficiencia en buisquedas aproximadas en espacios de gran dimensionalidad y por su capacidad
de actualizacién incremental sin necesidad de reindexar la totalidad del corpus.

El resultado de esta fase fue la construccion de un repositorio documental heterogéneo, estruc-
turado y optimizado para la recuperacion semdntica. La integraciéon de documentos normativos
obtenidos mediante web scraping y fuentes institucionales oficiales, junto con el preprocesa-
miento y la indexacion vectorial, garantiza que el agente conversacional disponga de una base
de conocimiento capaz de responder con precision, coherencia y trazabilidad a las consultas

académicas y administrativas formuladas en lenguaje natural.

4.2. Construccion del agente conversacional

El desarrollo del agente conversacional se estructurd bajo una arquitectura modular, concebi-
da para garantizar flexibilidad, escalabilidad y trazabilidad en la gestién de consultas académicas
y administrativas. La modularizacién se materializé en la implementacién de dos programas
principales: uno destinado a la indexacién de datos y generacion de embeddings, y otro orientado
al funcionamiento del agente conversacional con recuperacién de informacion mediante RAG.
Esta separacion funcional asegura que cada componente pueda evolucionar de manera indepen-
diente, facilitando la incorporacién de mejoras o la sustitucion de médulos sin comprometer la
estabilidad global del sistema. Para la construccién de dichos médulos se empled el entorno de
desarrollo integrado (IDE) Visual Studio Code, lo que permitié una organizacion eficiente y
transparente del codigo.

El nucleo del sistema esta conformado por un modelo de lenguaje de gran escala (ChatOpenAI
GPT-40-mini), seleccionado por su capacidad de procesamiento contextual y por su equilibrio
entre rendimiento y eficiencia computacional. Este modelo cumple la funcién de generador de
respuestas, integrando la informacion recuperada desde el repositorio vectorial y produciendo

salidas en lenguaje natural con un nivel de coherencia adaptado al dominio universitario. La
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configuracion del modelo se realizé bajo un esquema de prompt engineering, orientado a priori-
zar la precision, la formalidad académica y la trazabilidad hacia documentos oficiales. Para la
integracion de los distintos componentes —incluyendo los prompts, la base de datos vectorial y
el modelo de lenguaje— se emple6 la libreria LangChain. Este framework facilita la construc-
cién de aplicaciones con LLLMs mediante la definicién de chains, 1o que permite orquestar de
manera eficiente procesos complejos como la recuperacion de informacién contextual (RAG),
la fusién de evidencias y la generacion controlada de respuestas. El uso de LangChain no solo
optimizo la interoperabilidad entre médulos, sino que también habilité la extensibilidad del
sistema, permitiendo la incorporacién de nuevas herramientas o la reconfiguracién de la cadena
conversacional sin alterar la arquitectura principal.

Complementando al modelo generativo, se incorporé un médulo de recuperacion seméantica
bajo el paradigma de Retrieval-Augmented Generation (RAG). Este componente constituye el
puente entre las consultas en lenguaje natural formuladas por los usuarios y la base vectorial
previamente construida. El proceso se inicia con la conversion de cada entrada en un embedding
vectorial, el cual es comparado con el repositorio almacenado en ChromaDB. A partir de ello,
se selecciona un conjunto de documentos candidatos en funcién de su similitud semantica, los
cuales son posteriormente inyectados en el contexto de generacion del LLM. De esta manera, la
respuesta final no se fundamenta exclusivamente en el conocimiento estdtico del modelo, sino que
se apoya en evidencias verificables provenientes de fuentes institucionales. Este disefio reduce
de forma significativa la incidencia de alucinaciones y aporta un mecanismo de actualizacion
dindmica que se adapta a la evolucién de los documentos universitarios.

En paralelo, se implement6 una interfaz conversacional mediante la libreria Chainlit, utili-
zada como capa de User Interface (Ul) que conecta al usuario final con los componentes internos
del agente. La interfaz fue desarrollada como una aplicacién web multiplataforma, accesible
desde navegadores en dispositivos de escritorio y méviles, con el objetivo de maximizar la acce-
sibilidad y fomentar la adopcion institucional. Entre sus funcionalidades destacan la presentacion
de respuestas acompafiadas de referencias explicitas a documentos fuente y la persistencia del
contexto conversacional mediante gestion de memoria de sesion. Cabe sefialar que el esquema de
razonamiento reactivo (ReAct Agent) fue implementado a través de LangChain, mientras que
Chainlit se limita a la interaccién conversacional y a la visualizacién de resultados en tiempo
real.

La Figura 2] ilustra la arquitectura general del agente, destacando la interaccion entre los
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modulos de preprocesamiento y embeddings, el motor de recuperacioén seméntica y el modelo
generativo. Este flujo asegura que cada consulta siga un ciclo bien definido: (i) formulacién en
lenguaje natural por parte del usuario, (i) vectorizacion y busqueda de evidencias relevantes,
(iii) fusién contextual con el modelo de lenguaje y (iv) entrega de una respuesta fundamentada.

La separacién clara de responsabilidades entre componentes no solo facilita la depura-
cién en fases de prueba, sino que también habilita la incorporacién de mecanismos de re-
cuperacion controlada de informacion. En este sentido, se dot6 al agente de la herramienta
search_relevant_documents, disefiada para acceder de manera eficiente a la base de datos
vectorial de embeddings. Gracias a esta integracion, y bajo el esquema de razonamiento reactivo
gestionado por LangChain, el agente es capaz de decidir dindimicamente si una consulta puede
resolverse Gnicamente con el conocimiento interno del modelo de lenguaje, o si resulta necesario
activar el modulo de recuperacion (RAG) para proporcionar una respuesta fundamentada en
documentos oficiales.

Este disefio modular garantiza que el sistema pueda operar en diferentes niveles de profundi-
dad informativa: por un lado, resolviendo interacciones rutinarias directamente desde el LLM,
y por otro, recurriendo a fuentes institucionales verificadas cuando la precision normativa o la
trazabilidad lo requieran. Asimismo, esta arquitectura sienta las bases para futuras integraciones
con sistemas externos, como gestores de identidad institucional o repositorios administrativos
centralizados, reforzando tanto la escalabilidad como la interoperabilidad del agente.

En suma, la construccion del agente conversacional responde a un enfoque arquitecténico
orientado a la robustez y la adaptabilidad. Su disefio modular, sustentado en la sinergia entre un
LLM, un motor de recuperacién semdntica y una interfaz web escalable, constituye una solucién
técnica capaz de evolucionar con las necesidades de la universidad, garantizando precision,

transparencia y eficiencia en el acceso a la informacion.
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Figura 2: Arquitectura técnica del agente conversacional universitario.

4.3. Evaluacion del sistema

La validacion del agente se realiz6 mediante un escenario de chat testing utilizando un
conjunto de preguntas frecuentes institucionales (benchmark). Las consultas se formularon en
lenguaje natural y abarcaron distintas categorias: normativas académicas, trdmites administrativos
y calendarios universitarios.

Los resultados se evaluaron con métricas objetivas, diferenciando entre el desempefio técnico
del modelo y la calidad conversacional. La Tabla[5]sintetiza los resultados preliminares obtenidos.
Si bien el presente andlisis se centré en métricas centrales —precision, cobertura, latencia y
FTR— que enmarcan adecuadamente el desempeiio del prototipo, se reconoce que otras métricas

mas especificas de recuperacién y comprension, como recall @k, MRR, tasa de error en NLU
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o hallucination rate, no fueron incluidas en esta fase debido a las caracteristicas exploratorias
del sistema y a la ausencia de recursos humanos especializados para llevar a cabo una anotacién
manual exhaustiva. Su incorporaciéon queda identificada como una linea de trabajo futuro,

orientada a ampliar la robustez y exhaustividad de la evaluacion.

Tabla 5: Resultados de la evaluacién del agente conversacional con escenario de chat testing.

Métrica Valor Descripcion

Precision de respuestas correctas | 82.4 % Proporcién de respuestas verificadas co-
mo correctas frente al total de interac-

ciones.

Cobertura de consultas 91.7% Porcentaje de consultas del benchmark

que el agente fue capaz de gestionar.

Latencia promedio (mediana) 6,2s Tiempo medio de respuesta entre con-

sulta y salida generada.

First Turn Resolution (FTR) 76.3% Porcentaje de consultas resueltas satis-
factoriamente en el primer turno sin ne-

cesidad de reformulacion.

Fuente: elaboracion propia a partir de datos

4.4. Analisis cualitativo de las respuestas

Ademas de las métricas cuantitativas, se analiz6 la trazabilidad de las respuestas. El sistema
logré vincular cada salida generada con su documento fuente, garantizando la transparencia de
la informacién. Sin embargo, se observaron casos de redundancia en consultas con multiples
documentos relevantes, lo que resalta la necesidad de mejorar los mecanismos de fusién de

evidencias.

Casos de fallo representativos y mitigaciones. Durante el escenario de chat festing se identi-
ficaron patrones de fallo representativos que ofrecen orientacion clara para futuras iteraciones

del sistema:

1. Consultas sin cobertura. Ejemplos como “; Cudndo se publican los horarios del mdster?”

no pudieron ser respondidos debido a la ausencia de evidencias relevantes, generando
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respuestas vacias. Esto refleja limitaciones en el corpus documental utilizado. Mitigacion:
inclusién de fuentes institucionales operativas atn no ingesadas (paginas de avisos y

actualizaciones de facultad).

. Respuestas fuera de dominio. En preguntas sobre asignaturas del madster, el sistema
respondi6 con informacién de grados no relacionados, como Marketing o Fisioterapia.
Mitigacion: depuracion del repositorio por metadatos de titulacion y filtrado por programa

académico para evitar colisiones semanticas entre carreras.

. Alucinaciones puntuales. En una consulta sobre admision, se generaron nombres y correos
no presentes en las fuentes vinculadas. Mitigacion: reforzar las plantillas de abstencién
para datos personales y condicionar las respuestas a la existencia explicita de evidencia

verificada.

. Redundancia en la generacion. En casos donde multiples fragmentos se consideraron
relevantes, el sistema repitié contenido similar. Mitigacion: aplicar fusion de evidencias

con desduplicacién semdntica a nivel de chunk para aumentar la concision de las respuestas.

Este andlisis cualitativo permite identificar dreas de mejora prioritarias, compensando la ausencia

de métricas especificas de recuperacion en esta entrega y fortaleciendo el marco de evaluacion

del prototipo. La Figura 3| presenta un ejemplo de interaccion donde el agente responde a una

consulta sobre fechas de matricula, citando explicitamente la fuente documental correspondiente.
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Figura 3: Ejemplos de interaccion en el chat testing: el agente cita normativa oficial en respuestas
sobre tramites.

En conjunto, los resultados preliminares evidencian que la estrategia RAG aplicada sobre
LLMs permite garantizar un balance entre precision, trazabilidad y flexibilidad. Aunque atin
se identifican limitaciones asociadas a redundancias y sensibilidad a consultas ambiguas, el
desempefio alcanzado sitda al sistema como una solucién viable para entornos universitarios.

Los valores de precision superiores al 80 %, junto con la cobertura cercana al 90 %, reflejan
un nivel de rendimiento adecuado para fases iniciales de despliegue. A ello se suma la baja
latencia, que asegura una experiencia conversacional fluida y competitiva respecto a estandares

de referencia en sistemas similares.
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5. Discusion

Los resultados obtenidos muestran que la integracién de grandes modelos de lenguaje
(LLMs) con esquemas de Retrieval-Augmented Generation (RAG) puede ofrecer, en contextos
universitarios, un equilibrio favorable entre precision, cobertura y trazabilidad normativa. En
el escenario de chat testing, el sistema alcanzé niveles de precision superiores al 80 % y una
cobertura cercana al 90 %, con latencia media por debajo del umbral de siete segundos. Este
perfil de desempefio es coherente con la evidencia previa sobre la utilidad de la recuperacion
condicionada en dominios regulados, donde las respuestas requieren anclaje explicito a fuentes
verificables (Izacard y Grave, 2020; P. Lewis et al., 2020). En comparacién con aproximaciones
exclusivamente generativas, los resultados sugieren que la externalizacion del conocimiento
dindmico hacia un indice seméntico no solo reduce la incidencia de alucinaciones, sino que
posibilita actualizaciones incrementales del repositorio documental sin reentrenar el modelo
base, una ventaja operativa relevante para instituciones con recursos moderados (Wollny et
al., [2021). En relacion con experiencias documentadas en el marco tedrico, los resultados
alcanzados presentan una coherencia razonable con antecedentes de implementacién en contextos
universitarios. La cobertura del 91,7 % y la tasa de resolucién en primer turno (FTR) del 76,3 %
se sitian en rangos comparables a los reportados por sistemas como Genie en Deakin University y
Pounce en Georgia State, ambos caracterizados por una alta absorcion de demandas estudiantiles
y una reduccién en la derivacién hacia operadores humanos. Del mismo modo, la precision
del 82,4 % muestra consonancia con iniciativas como Unimib Assistant y EduBot, orientadas a
garantizar trazabilidad normativa y a disminuir los volimenes de tickets administrativos. Cabe
sefialar, sin embargo, que estas comparaciones deben considerarse con cautela metodoldgica,
dado que las métricas disponibles en los casos referidos suelen reflejar indicadores operativos a
gran escala, mientras que las aqui reportadas derivan de un escenario controlado de validacion
prototipica.

Desde una perspectiva de validez institucional, la trazabilidad de las respuestas emerge como
un atributo central. A diferencia de escenarios comerciales en los que la naturalidad conversa-
cional suele primar, en el entorno universitario las respuestas deben ser defendibles frente a la
normativa vigente y auditables en su origen (Hasal et al., 2021)). El disefio evaluado—basado en
ingesta sistematica de documentos oficiales y web scraping de portales publicos con posterior
normalizacidn, chunking y almacenamiento vectorial—permitié recuperar evidencia con metada-

tos suficientes para justificar cada salida. Este comportamiento es consistente con observaciones
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en implementaciones reales de chatbots académicos, donde la confianza del usuario depende
de la citacion explicita de las fuentes y del alineamiento con documentos institucionales (Klop-
fenstein et al., 2017; C. Rodrigues et al., 2022). Ademds, la latencia media registrada se sitia
en el rango que preserva la fluidez conversacional recomendada por la literatura en interaccidon
humano-madquina.

Metodoldgicamente, la adopcion de CRISP-DM como andamiaje del ciclo de vida resultd
efectiva para estructurar la resolucion del problema desde la comprension de negocio hasta el
despliegue, reforzando la reproducibilidad y la inspeccionabilidad del proceso. La modularizacién
en dos artefactos—indexacion/embeddings y conversacion con RAG—tacilité la isolacion de
fallos y la iteracion rdpida sobre los puntos de mayor sensibilidad (ingesta, normalizacion
y recuperacion). En el plano de la ingenieria de sistemas, el uso de LangChain como capa
de orquestacién permitié implementar razonamiento reactivo (ReAct) para decidir cudndo
responder con conocimiento interno del modelo y cudndo invocar recuperacion documental;
esto se tradujo en un mejor control del trade-off entre fluidez y verificabilidad, y converge con
tendencias recientes en plataformas de IA generativa composicional (Tunstall, Von Werra y Wolf,
2022)). La evaluacidn del retriever con similarity_search_with_score y criterios de filtrado
de relevancia contribuy6 a estabilizar el balance entre precision y cobertura en presencia de
documentos parcialmente redundantes, una fuente conocida de ruido en sistemas RAG (Izacard
y Grave, 2020).

Al confrontar estos hallazgos con el estado del arte, se observa consonancia con reportes
que atribuyen a RAG la capacidad de mantener la vigencia de respuestas en dominios de
actualizacién frecuente (calendarios, convocatorias, procedimientos) sin incurrir en los costes
computacionales y riesgos de catastrophic forgetting asociados al fine-tuning reiterado de LLMs
(Parisi et al.,|2019). En el plano aplicado, experiencias documentadas en educacion superior han
mostrado impactos institucionales significativos—reduccion de carga operativa y mejoras en
retencidn/atencion—cuando la automatizacion conversacional se ancla a fuentes oficiales y a
métricas de desempefio verificables (Akiba y Fraboni, 2023; Wollny et al.,[2021). Los resultados
aqui reportados son consistentes con esa trayectoria y refuerzan la importancia de la gobernanza
documental y de la ingenieria de datos previa al modelado.

No obstante, persisten limitaciones estructurales que enmarcan la interpretacion de los
resultados. En primer término, el rendimiento global del sistema estd acotado por la calidad de

la recuperacidn; errores de indexacién, normalizacion insuficiente o sesgos en los embeddings
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pueden propagar ruido hacia la fase generativa (garbage in, garbage out). Aun cuando el
uso de umbrales de similitud y metadatos personalizados mitigd parcialmente este riesgo, se
detectaron respuestas con redundancias cuando multiples fragmentos competian por relevancia
semantica. Este patron sugiere explorar técnicas de fusion de evidencias con re-ranking neural,
desduplicaciéon semdntica y sinergias con long-context attention para amortiguar conflictos entre
pasajes (Izacard y Grave, 2020). En segundo lugar, la evaluacién se centr6 en un benchmark de
preguntas frecuentes; aunque adecuado para medir precision, cobertura y latencia, no captura
dimensiones como robustez frente a consultas adversariales, deriva semantica en conversaciones
prolongadas ni efectos de prompt drift. Tampoco se calcularon en esta fase métricas avanzadas
como recall@k, MRR, tasa de error de NLU o hallucination rate, cuya incorporacion se declara
como linea inmediata de trabajo. La literatura sugiere que estas métricas complementarias pueden
aportar una visiéon mds granular del desempefio del sistema, especialmente en dominios regulados
donde la fidelidad y la precision contextual son criticas (Gao, Galley y L. Li, 2019; McTear,
2022)).

Las implicaciones practicas son claras. En términos operativos, el desacoplamiento entre
modelo y conocimiento permite ciclos de actualizacién frecuentes del repositorio documental
con coste marginal, una propiedad atractiva para oficinas académicas con calendarios dinamicos.
En términos de sostenibilidad, la estrategia reduce dependencia de fine-tuning intensivo y
favorece enfoques de adaptacion eficiente en pardmetros (PEFT/LoRA) cuando se requiera
especializacion adicional, alineado con las leyes de escalado que aconsejan optimizar datos,
pardmetros e inferencia de manera conjunta (Hu et al., 2022; J. Kaplan et al., 2020). Finalmente,
en términos de adopcidn institucional, la provisién de respuestas con citas verificables constituye
un vector de confianza clave para estudiantes y personal docente, y encaja con recomendaciones
de transparencia y auditabilidad en servicios de IA en educacion superior (C. Rodrigues et al.,
2022; Wollny et al., 2021).

En sintesis, los resultados respaldan la tesis de que RAG, orquestado mediante LangChain
sobre una base vectorial curada, es una ruta técnica viable para agentes conversacionales univer-
sitarios cuando la exigencia central es responder con precision y con trazabilidad normativa. El
desempeiio observado—precision >80 %, alta cobertura y baja latencia—es competitivo para
una primera fase de despliegue, aunque condicionado por la calidad del pipeline de recupera-
cién y por la necesidad de ampliacion del marco evaluativo. El siguiente salto cualitativo pasa

por robustecer la capa de recuperacion (relevancia y desambiguacion), incorporar criterios de
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calibracién y faithfulness en la generacidn, y abordar la integracion segura con los sistemas
de la universidad. Con ello, el agente no solo escalard en alcance funcional, sino que también
consolidara su valor institucional como interfaz confiable entre la comunidad académica y la

infraestructura de informacion.
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6. Conclusiones

Este trabajo presenta una arquitectura de referencia, verificable y reproducible, para agentes
conversacionales universitarios basada en la sinergia entre modelos de lenguaje de gran escala
y recuperacién aumentada por informacion (RAG). La propuesta consolida tres principios de
disefio que se sostienen empiricamente a lo largo del estudio: (i) el desacoplamiento entre
modelo y conocimiento como mecanismo de sostenibilidad técnica y operativa; (ii) la evidencia
verificable como criterio rector de generacion —mediante recuperacion semantica con metadatos
y citacion explicita—, indispensable en dominios regulados; y (ii1) la orquestacién modular
que habilita inspeccionabilidad y control fino del comportamiento del sistema a lo largo del
ciclo de vida institucional. En conjunto, estos elementos permiten ofrecer respuestas defendibles
y auditables sin sacrificar fluidez conversacional, alineando la solucién con las exigencias de
transparencia y gobernanza propias de la educacion superior (Hasal et al., 2021; C. Rodrigues
et al.,[2022)).

En relacidn con los objetivos establecidos, los hallazgos permiten trazar un vinculo claro entre
los logros del prototipo y las metas iniciales del estudio. Respecto al objetivo 1 —disefiar una
arquitectura modular y escalable— se logré implementar una solucién técnica desacoplada entre
indexacidn, recuperacion y generacion, facilitando tanto la extensibilidad como la interoperabili-
dad con sistemas institucionales. En cuanto al objetivo 2 —evaluar un LLM de udltima generacién
bajo estrategia RAG— se demostré que GPT-40-mini puede alcanzar precision superior al 80 %
con baja latencia, apoyado en un motor semdntico optimizado con metadatos y umbrales de
similitud. En relacién con el objetivo 3 —desarrollar una interfaz web conversacional— se
consolid6 un entorno multiplataforma con visualizacién de respuestas trazables, manteniendo
la transparencia normativa como criterio rector. Finalmente, respecto al objetivo 4 —validar
empiricamente el sistema mediante chat testing—, los resultados obtenidos con un benchmark de
preguntas frecuentes respaldan la viabilidad funcional del agente en escenarios institucionales.

Desde una perspectiva institucional, los hallazgos refrendan que el valor del agente no reside
unicamente en la capacidad generativa del LLM, sino en la calidad del andamiaje documental
que lo sustenta. La curacién, normalizacién y trazabilidad de las fuentes oficialistas —integradas
a través de indices semanticos— constituyen el factor determinante de la fidelidad informativa,
reduciendo la propension a respuestas no fundamentadas y posibilitando actualizaciones incre-
mentales sin recurrir a reentrenamientos costosos (Izacard y Grave, [2020; P. Lewis et al., 2020;

Parisi et al., 2019). Asi, la arquitectura propuesta se posiciona como una solucion pragmadtica
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para instituciones con calendarios y normativas cambiantes, al tiempo que facilita la adopcion
responsable de TA en servicios criticos para la comunidad académica (Wollny et al., 2021)).

En términos de contribucidn, el estudio aporta una ruta técnica clara para pasar de repo-
sitorios documentales heterogéneos a una interfaz conversacional con trazabilidad normativa,
demostrando que la combinacioén de recuperacién con umbrales de relevancia y generacion
condicionada constituye un compromiso eficaz entre precision, cobertura y control. Mas alla
del caso analizado, el resultado generalizable es conceptual: en dominios de alta exigencia
regulatoria, la ingenieria de datos y la gobernanza de fuentes son palancas més decisivas que el
mero escalado del modelo para obtener respuestas ttiles, fiables y socialmente aceptables en el
contexto universitario. Esta conclusion sitia a RAG no como un complemento accesorio, sino
como el mecanismo estructural que permite que los LLMs operen con legitimidad institucional.

Desde una perspectiva de impacto global, el sistema propuesto contribuye directamente al
cumplimiento de varios Objetivos de Desarrollo Sostenible (ODS). En particular, respalda el ODS
4 (Educacion de calidad) al garantizar un acceso equitativo y continuo a la informacién académica,
reduciendo brechas de conocimiento y fortaleciendo la autonomia del estudiante; el ODS 9
(Industria, innovacién e infraestructura) mediante la digitalizaciéon de procesos universitarios
rutinarios, promoviendo eficiencia institucional; y el ODS 10 (Reduccion de las desigualdades)
al ofrecer un canal de consulta uniforme y sin sesgos, independientemente de las condiciones
socioecondmicas, ubicacién geografica o habilidades digitales del usuario. La arquitectura
propuesta, por tanto, no solo responde a criterios técnicos, sino que se alinea con principios de

equidad, sostenibilidad y transformacion digital inclusiva en el marco de la Agenda 2030.
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7. Limitaciones y futuras lineas de investigacion

La validez externa de los resultados se encuentra acotada por el disefio de evaluaciéon em-
pleado. El desempeiio se midié en un entorno controlado de chat testing con un benchmark
de preguntas frecuentes, lo que permitié estimar precision, cobertura y latencia, pero no cap-
turar fenémenos propios del uso real, como deriva semdntica en conversaciones prolongadas,
reformulaciones sucesivas o efectos de carga en periodos pico académicos.

Como siguiente paso metodoldgico, se propone realizar una prueba controlada en condicio-
nes reales de uso mediante un experimento A/B. Este consistird en comparar el rendimiento
del agente conversacional frente a canales tradicionales (correo electrénico, atencién presen-
cial, formularios institucionales) durante un proceso de alta demanda como la matricula. El
experimento incluird una muestra de 200 estudiantes —asumiendo una poblacion matriculada
entre 2.000 y 4.000 usuarios activos, lo que representa entre el 5% y el 10 %—, junto con 10
empleados administrativos encargados de tareas recurrentes de atencién e informacién académica
—estimando una poblacion total de entre 50 y 80 agentes institucionales de primera linea—.
Esta configuracion permite capturar indicadores comparables de carga administrativa, First Turn
Resolution (FTR), tiempos de espera y satisfaccion percibida, aplicando principios de disefio
cuasi—experimental cominmente empleados en entornos universitarios. La asignacion aleatoria
por grupos y el uso de métricas paralelas facilitardn evaluar no solo la precision técnica del
sistema, sino su impacto operativo en el ecosistema institucional. Esta aproximacién no solo
permitird validar empiricamente la utilidad del sistema, sino que alineard la evaluacién con
estdndares metodoldgicos aceptados en la investigacion aplicada en educacion superior (McTear,
2022; Wollny et al., 2021).

En paralelo, la ampliacién del marco métricos hacia indicadores de recuperacion —recall @k,
MRR—, calibracién y tasa de alucinacién condicionada a evidencia fortaleceria la robustez infe-
rencial de los hallazgos (Gao, Galley y L. L1, 2019; Izacard y Grave, |2020). Como paso siguiente,
se proyecta una validacién con usuarios reales durante el proceso de matricula institucional: una
prueba A/B con 200 estudiantes que permitird comparar la carga administrativa, el First Turn
Resolution y la satisfaccion percibida frente a canales tradicionales, siguiendo metodologias
experimentales empleadas en contextos educativos.

Un segundo limite estructural reside en la sensibilidad del sistema a la calidad del pipeline de
datos y, en particular, al médulo de recuperacién. Aunque la estrategia de chunking y el filtrado

con similarity_search_with_score mitigaron ruido y mejoraron la pertinencia, se obser-
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varon redundancias cuando multiples fragmentos competian por relevancia. Esta dependencia
confirma que el cuello de botella de los sistemas RAG suele desplazarse a la fase de recuperacion
y fusién de evidencias (Izacard y Grave, |2020). Como linea futura, resulta pertinente evaluar
técnicas de re-ranking neural a nivel de pasaje, desduplicacion seméntica y fusién con atencién
de contexto extendido, asi como comparar variantes de embeddings y esquemas de indexacién
para reducir ambigiiedad y colision de fragmentos (P. Lewis et al., [2020). La integracion de
politicas de seleccion basadas en umbrales dindmicos y sefiales de confianza calibradas también
podria contribuir a disminuir respuestas sobre—condicionadas o, en el extremo opuesto, generadas
con evidencia insuficiente (McTear, 2022).

Desde la perspectiva institucional, el estudio se circunscribi6 a fuentes publicas y documentos
oficiales sin conexién transaccional con sistemas criticos (LMS, SIS, ERP). Esta decision
favoreci6 la trazabilidad normativa, pero limita conclusiones sobre seguridad, autenticacién
federada y gobierno de datos en escenarios de produccidn. La investigacion futura deberia abordar
integraciones seguras con mecanismos SSO/OAuth2, control granular de accesos, auditoria de
interacciones y cumplimiento regulatorio, en linea con marcos de proteccién de datos aplicables a
la educacidn superior (Hasal et al., 2021; C. Rodrigues et al., 2022; Tran et al., 2025). Asimismo,
conviene explorar protocolos de registro y anonimizacién que permitan analizar comportamiento
de usuarios sin comprometer identidades, manteniendo la transparencia exigida en servicios de
IA de alto impacto (Wollny et al., 2021)).

Otra limitacion relevante deriva de la dependencia de modelos generales de lenguaje y de sus
sesgos inherentes. Aunque la externalizacion del conocimiento dindmico a un indice semantico
reduce la necesidad de reentrenamiento continuo —y con ello los riesgos de catastrophic
forgetting—, persisten tensiones entre fluidez generativa y fidelidad a la fuente (Parisi et al.,
2019). En esta direccion, futuras lineas incluyen evaluar adaptacion eficiente en parametros
(PEFT/LoRA) para dominios universitarios especificos, con el fin de mejorar consistencia
estilistica y control del registro académico sin incurrir en costes elevados, y estudiar estrategias
de alineacién con retroalimentacion humana orientadas a criterios de transparencia, formalidad y
faithfulness (Hu et al., 2022 Ouyang et al., 2022). La comparacion sistematica entre rutas de
especializacion (RAG puro vs. RAG+fine-tuning eficiente) permitiria delimitar mejor el punto de
equilibrio entre coste, rendimiento y gobernanza documental.

En términos de escalabilidad y sostenibilidad, la arquitectura probada evidencio latencias

compatibles con didlogo natural; no obstante, no se caracterizé el comportamiento bajo cargas
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concurrentes elevadas ni se realizé un stress testing sistematico para simular picos de demanda.
Adicionalmente, la ausencia de mecanismos de autenticaciéon como OAuth2 y de validacion
transaccional limita su aplicabilidad en contextos donde la seguridad del usuario y la integridad
operativa son prioritarias. Futuros trabajos deberian incorporar perfiles de estrés, técnicas de
cacheo semantico y estrategias de optimizacién de inferencia, asi como analizar el impacto de
las leyes de escalado para ajustar conjuntamente datos, pardmetros y presupuesto computacional
(J. Kaplan et al., 2020). Este andlisis es clave para una adopcion sostenible en instituciones con
restricciones presupuestarias y picos de demanda predecibles.

Por dltimo, el alcance multimodal se mantuvo en un plano documental—textual. Dado que la
informacidn universitaria incluye material grafico y audiovisual, resulta prometedor investigar
extensiones multimodales que integren texto, imagen y audio de forma coherente, habilitando
casos de uso como interpretacion de documentos escaneados, materiales docentes y sefialética
administrativa, tal como sugiere la literatura de modelos multimodales y preentrenamiento
contrastivo (BaltruSaitis, Ahuja y Morency, 2018; Radford, Kim et al., 2021; Tsimpoukelli et al.,
2021). Complementariamente, la generalizacion inter—institucional —transferir la arquitectura
a universidades con normativas y lenguas distintas— abre un frente de investigacién sobre
adaptacion de dominios, cobertura léxica y equidad de desempefio entre cohortes estudiantiles
(C. Rodrigues et al., 2022; Wollny et al., [2021)).

En suma, las limitaciones identificadas no invalidan la tesis central, pero si acotan su alcance
a un escenario técnicamente controlado y normativamente verificado. Superarlas demanda avan-
zar en tres frentes convergentes: (i) evaluacion en condiciones reales con métricas ampliadas y
mecanismos de calibracidn; (ii) fortalecimiento del subsistema de recuperacion y de la gober-
nanza documental para sostener faithfulness a escala; y (iii) integracién segura con ecosistemas
institucionales y extensiones multimodales que acerquen el agente a procesos académicos y
administrativos de mayor complejidad. Abordar estos ejes consolidara el transito desde una
prueba de concepto robusta hacia una infraestructura conversacional con legitimidad operativa
y regulatoria en educacion superior (Hasal et al., 2021} Izacard y Grave, 2020; P. Lewis et al.,
2020; C. Rodrigues et al.,[2022).

Finalmente, entre las lineas de investigacion previamente identificadas, una via prometedora
para reforzar la eficiencia y la escalabilidad de los agentes conversacionales universitarios es
la incorporacion de Small Language Models (SLMs). De acuerdo con NVIDIA (2025), estos

modelos compactos —con menos pardmetros que los LLM tradicionales— pueden ofrecer un
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rendimiento competitivo en tareas de razonamiento, seguimiento de instrucciones y generacion
de contenido, al tiempo que reducen de forma sustancial los requisitos computacionales y los
costes de despliegue. 1.Su adopcidén en entornos educativos posibilitaria agentes mds ligeros
y eficientes, ejecutables en infraestructuras locales con latencias inferiores, favoreciendo la
sostenibilidad y la respuesta en tiempo real ante picos de consultas de estudiantes y personal.
Esta linea permite avanzar hacia sistemas de IA conversacional mas auténomos, adaptativos y
accesibles, sin sacrificar la precision, la consistencia ni la gobernanza documental ya establecida

(Belcak et al., 2025)).
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IA: Inteligencia Artificial

CNN: Redes Neuronales Convolucionales (Convolutional Neural Networks)
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